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1. Introduction

The distribution and the impact of the vectorial transmission are greated increased with the climate change, ur-
banization, high population mobility. Understanding the dynamics of infectious diseases transmission become very
important. This requires an integrated and multidisciplinary approach. Mathematical modeling is a fundamental
tool to understand the interaction between environment, animals, climate and infectious diseases. This remains an
important help tool for decision making. The mathematical models can be deterministic [7], based on ordinary or
partial differential equations [23], or stochastic [23], which are based on probability theory [7], [23]. In this work we
use a deterministic model, so we will classify the population into compartments. The first epidemic model about dis-
ease transmission was established by Kermack and McKendrick in 1927 [24]. From this model, there have been many
other extensions depending on what the researcher wants to take into account. Nowadays, there are some works de-
voted to study the models such as, SIR, SIRS [22], SEIR [2, 20], SEIRS [24], and so on.
In our work, we considered the SEIRS model with disease related mortality. In addition, we have added a compartment
of vaccinated individuals, hence the choice of VSEIRS model. [3, 10, 19, 24].

2. Model formulation

We consider Vaccinated (V), Susceptible (S), Exposed (E), Infective (I) and Recovered (R) of two age stages in
age-structured epidemiological model with delay. The susceptible (S) are people who are able to develop the disease.
The vaccinated are a group of individuals who is extracted among the susceptible and vaccinated. The exposed are
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those who have been in contact with the infected, but who do not show the clinical signs of the disease. The infected
are those who, in contact with a susceptible person, can transmit the disease. Recovered (people with immunity
againts disease either naturally or after vaccination). The individuals of each subpopulation are divided into two age
group: a first group goes from birth to maturity (from 0 to a1) and a second group goes from maturity to maximum
age A (from a1 to A). In the first phase, the individual can be born, grow and die before maturity just as he can reach
the age a1 of maturity and begin to procreate [19], [24]. a1 is considered the minimum age to be mature, it is the age
from which individuals enter in the second phase and can begin to procreate. In the second phase, individuals can
grow, procreate, die or reach the maximum age A.
Let V(a,t), S(a,t), E(a,t), I(a,t) and R(a,t) be the respective densities of the Vaccinated denoted V, of the susceptible
denoted S, of the exposed denoted E, infected denoted I and recovered denoted R of age a and at time t in the domain
Ω= {(a, t )/0 ≤ t ≤ T ;0 ≤ a ≤ A}. The number of Vaccinated, Susceptible, Exposed, Infected, and Recovered individuals
is respectively defined as follows:
Ns (t ) = ∫ A

0 S(a, t )d a, Ne (t ) = ∫ A
0 E(a, t )d a, Ni (t ) = ∫ A

0 I (a, t )d a, Nr (t ) = ∫ A
0 R(a, t )d a, Nv (t ) = ∫ A

0 V (a, t )d a.
The sum Ns (t ) + Nv (t ) + Ne (t ) + Ni (t ) + Nr (t ) represent the total number of individuals and is denoted N(t). In
constructing the mathematical model, it is assumed that infection in the population does not occur directly in the
susceptible after exposure, but at some point with a delay. This slight delay or incubation time is denoted τ. Moreover,
as the total number of the initial population is assumed to be finite, then the quantities V(a,t), S(a,t), E(a,t); I(a,t) and
R(a,t) belong to L1(Ω).
The used parameters are:
•θi (a, t ), i ∈ {1,2,3,4,5} is the female fertility rate of each subpopulation of age a with

θi (a, t ) =
{

1 i f a ∈ [a1, A]
0 el se

•α̂(a, t ) is the natural mortality rate of each subpopulation of age a.
•α̂ad (a, t ) is the death rate due to the disease.
•δ̂(a, t ) is the rate of vaccination coverage against the disease
• v is the rate of vaccinated people who did not have the expected effect of the vaccine and who became susceptible
again at the same time.
•σ is a parameter provided such that it is equal to 1 if the individuals die while producing and it is zero when the
individuals continue to survive by producing; see the papers [19], [24], [20]..
•γ1(a, t ) is a transmission coefficient describing the variable probability of infection and is related to a large number
of social, environmental and epidemiological factors.
•β(a, a′, t ) is the contact rate between an infected population of age a′ and a susceptible population of age a.
•τ(τ≤ 0) is an incubation period, for fixing the infection.
•γ2 is the transmission coefficient from the exposed population to the infected population of age a.
•γ3 is the recovery rate of age a.
•ρ(a, t ) is the conversion rate of the recovered population losing immunity to the susceptible population of age a.
•µi (i = 1,2,3,4,5) is the reproduction rate of each subpopulation at the stage of procreation.
•p(a, t ) is a part of the exhibits that give rise to new exposed individuals.
•q(a, t ) is a part of infected individuals that give birth to new infected individuals; see the recent review papers [19],
[24], [20].
These different processes can be summarized in the following diagram:

Flow diagram of the disease transmission

A0 =µ1θ̂1S +µ2θ̂2(1−p0)E +µ3θ̂3(1−q0)I +µ4θ̂4R +µ5θ̂5V , A1 = (α̂+σθ̂)S,
B0 =µ2θ̂2p0E ,B1 = (α̂+σθ̂)E ,F0 =µ3θ̂3q0I ,F1 = (α̂+αad +σθ̂3),
G0 = (α̂+σθ5)V ,G1 = (α̂+σθ̂4)R.
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The mathematical model to describe this dynamic is governed by the following partial differential equations:



∂S
∂t =−(α̂(a, t )+σθ̂1(a, t )−µ1θ̂1(a, t )+δ)S(a, t )−(
γ1(a, t −τ)

∫ A
0 β(a, a′, t −τ)I (a′, t −τ)d a′

)
S(a, t )+µ2θ̂2(a, t )(1−p)(a, t )E(a, t )+

µ3θ̂3(a, t )(1−q)(a, t )I (a, t )+ (µ4θ̂4(a, t )+ρ)R(a, t )+ (µ5θ̂5(a, t )+ v)V (a, t ), (a, t ) ∈Ω,

∂E
∂t =−(

α̂+γ2(a, t )+σθ2(a, t )−µ2θ̂2p(a, t )
)

E(a, t )+(
γ1(a, t −τ)

∫ A
0 β(a, a′, t −τ)I (a′, t −τ)d a′

)
S(a, t ),

∂I
∂t =−(

α̂(a, t )+γ3(a, t )+αad (a, t )+σθ3(a, t )−µ3θ̂3q(a, t )
)

I (a, t )+γ2(a, t )E(a, t ),

∂R
∂t =−(

α̂(a, t )+σθ̂4(a, t )+ρ)
)

R(a, t )+γ3(a, t )I (a, t )+ (1− v)V (a, t ),

∂V
∂t =− (α̂(a, t )+σθ5(a, t )+1)V (a, t )+δS(a, t ).

(1)

We assume that at time t=0, we have none recovered and none vaccinated individual. We have the following initials
conditions for a ∈ [0, A] and t ∈ [−τ,0]

S(a,0) = S0(a),

E(a,0) = E0(a),

I (a,0) = I0(a, t ),

R(a,0) = 0,

V (a,0) = 0.

(2)

3. Existence and uniqueness of solution

By using the characteristic method, we transform the system (1) into a nonlinear integro-differential system with
delay [24], we obtain the following system (3):



St =−(α̂(u + t , t )+σθ̂1(u + t , t )−µ1θ̂1(u + t , t )+δ)S(u + t , t )−(
γ1(u + t , t −τ)

∫ A
0 β(u + t , a′, t −τ)I (a′, t −τ)d a′

)
S(u + t , t )+µ2θ̂2(1−p)E(u + t , t )+

µ3θ̂3(u + t , t )(1−q)(u + t , t )I (u + t , t )+ (µ4θ̂4(u + t , t )+ρ)R(u + t , t )+ (µ5θ̂5 + v)V (u + t , t ),

Et =−(
α̂+γ2(u + t , t )+σθ2(u + t , t )−µ2θ̂2p(u + t , t )

)
E(u + t , t )+(

γ1(u + t , t −τ)
∫ A

0 β(u + t , a′, t −τ)I (a′, t −τ)d a′
)

S(u + t , t ),

It =−(
α̂+αad +γ3(u + t , t )+αad +σθ3(u + t , t )−µ3θ̂3q

)
I (u + t , t )+γ2E(u + t , t ),

Rt =−(
α̂(u + t , t )+σθ̂4(u + t , t )+ρ)

R(u + t , t )+γ3I (u + t , t )+ (1− v)V (u + t , t ),

Vt =− (α̂5(u + t , t )+σθ5(u + t , t )+1)V (u + t , t )+δS(u + t , t ).

(3)

with (St ,Et , It ,Rt ,Vt ) = ( ∂S
∂t , ∂E

∂t , ∂I
∂t , ∂R

∂t , ∂V
∂t )

The initial conditions are:
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S(u,0) = S0(a), a ∈ [0, A],

E(u,0) = E0(a), a ∈ [0, A],

I (u + t ,0) = I0(u + t , t ), t ∈ [−τ,0],

R(u,0) = 0,

V (u,0) = 0.

(4)

Thus, we show the existence of a unique solution (V, S, E, I, R, S) of the system (3) by using the theorem (3.1). [18]

Theorem 3.1 ([18]).
Assume a continuously differentiable function G and that its partial derivatives are bounded by a constant K. For all i, j

=1, ...., d, for all X ∈Rd ,
∣∣∣ ∂Gi
∂X j (X )

∣∣∣≤ K .

Then there is a unique solution to the Cauchy problem defined on [0,∞[

It is then sufficient to transform the problem (3) into a Cauchy Lipschitz problem. We pose X =


S
E
I
R
V

 ; G =


Y1

Y2

Y3

Y4

Y5


with



Y1 =−(α̂(u + t , t )+σθ̂1(u + t , t )−µ1θ̂1(u + t , t )+δ)S(u + t , t )−(
γ1(u + t , t −τ)

∫ A
0 β(u + t , a′, t −τ)I (a′, t −τ)d a′

)
S(u + t , t )+µ2θ̂2(1−p)E(u + t , t )+

µ3θ̂3(u + t , t )(1−q)(u + t , t )I (u + t , t )+ (µ4θ̂4(u + t , t )+ρ)R(u + t , t )+ (µ5θ̂5 + v)V (u + t , t ),

Y2 =−(
α̂+γ2(u + t , t )+σθ2(u + t , t )−µ2θ̂2p(u + t , t )

)
E(u + t , t )+(

γ1(u + t , t −τ)
∫ A

0 β(u + t , a′, t −τ)I (a′, t −τ)d a′
)

S(u + t , t ),

Y3 =−(
α̂+αad +γ3(u + t , t )+αad +σθ3(u + t , t )−µ3θ̂3q

)
I (u + t , t )+γ2E(u + t , t ),

Y4 =−(
α̂(u + t , t )+σθ̂4(u + t , t )+ρ)

)
R(u + t , t )+γ3I (u + t , t )+ (1− v)V (u + t , t ),

Y5 =− (α̂(u + t , t )+σθ5(u + t , t )+1)V (u + t , t )+δS(u + t , t ).

(5)

Which brings us back to the Cauchy problem.(6)


d X
d t =G(t , X )

X (t0) = X0

(6)

To show the existence and uniqueness of solution ( V, S, E, I, R, S), we show that the partial derivatives are bounded by
using the theorem (3.1). Indeed, there are positive constants K1,K2,K3,K4,K5,K6,K7,K8,K9,K10,K11,K12,K13,K14,K15

such that:
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∣∣∣ ∂Y1
∂S

∣∣∣≤ K1,

∣∣∣ ∂Y1
∂E

∣∣∣≤ K2,

∣∣∣ ∂Y1
∂I

∣∣∣≤ K3,

∣∣∣ ∂Y1
∂R

∣∣∣≤ K4,

∣∣∣ ∂Y1
∂V

∣∣∣≤ K5,



∣∣∣ ∂Y2
∂S

∣∣∣≤ K6,

∣∣∣ ∂Y2
∂E

∣∣∣≤ K7∣∣∣ ∂Y2
∂I

∣∣∣≤ K8,


∣∣∣ ∂Y3
∂E

∣∣∣≤ K9,

∣∣∣ ∂Y3
∂I

∣∣∣≤ K10,



∣∣∣ ∂Y4
∂I

∣∣∣≤ K11,

∣∣∣ ∂Y4
∂R

∣∣∣≤ K12,

∣∣∣ ∂Y4
∂V

∣∣∣≤ K13,


∣∣∣ ∂Y5
∂S

∣∣∣≤ K14,

∣∣∣ ∂Y5
∂V

∣∣∣≤ K15.

For reasons of simplification of writing, let us omit the writing of (u+t,t) and we obtain:

∣∣∣ ∂Y1
∂S

∣∣∣< |α̂|+ ∣∣σθ̂1
∣∣+ ∣∣µ1θ̂1

∣∣+ ∣∣γ̂∣∣∫ A
0

∣∣β0I
∣∣≤ K1,

∣∣∣ ∂Y1
∂E

∣∣∣< ∣∣µ2θ2(1−p)
∣∣< ∣∣µ2θ2

∣∣< K2,

∣∣∣ ∂Y1
∂I

∣∣∣< ∣∣γ1
∣∣ ∂
∂I (

∫ A
0 β0I d a′)S ||+ ∣∣µ3θ3(1−q)

∣∣< K3,

∣∣∣ ∂Y1
∂R

∣∣∣< ∣∣µ4θ4 +ρ
∣∣< ∣∣µ4θ4

∣∣< ∣∣ρ∣∣< K4,

∣∣∣ ∂Y1
∂V

∣∣∣< ∣∣µ5θ5 + v
∣∣< ∣∣µ5θ5

∣∣< |v | < |v | < K5.

∣∣∣ ∂Y2
∂S

∣∣∣< ∣∣γ1
∣∣ ∣∣∣∫ A

0 β0I
∣∣∣d a′ |S| < ∣∣γ1

∣∣ ∣∣∣∫ A
0 β0b3

∣∣∣d a′b1 < K6,

∣∣∣ ∂Y2
∂E

∣∣∣< ∣∣−(α−µ2θ2p +γ2)
∣∣< |α2|+

∣∣γ2
∣∣+ ∣∣µ2θ2

∣∣< K7,

∣∣∣ ∂Y2
∂I

∣∣∣< ∣∣∣γ1
∂
∂I

∫ A
0 β0

∣∣∣ |I |d a′ |S| < ∣∣γ1
∣∣b1c1 < K8,

∣∣∣ ∂Y3
∂E

∣∣∣< ∣∣γ1
∣∣K9,

∣∣∣ ∂Y3
∂I

∣∣∣< |α|+ ∣∣γ3
∣∣+ ∣∣µ3θ3q

∣∣+|αad | < K10.

∣∣∣ ∂Y4
∂I

∣∣∣< ∣∣γ3
∣∣< K11,

∣∣∣ ∂Y4
∂R

∣∣∣< ∣∣α+ρ∣∣< |α|+ ∣∣ρ∣∣< K12,

∣∣∣ ∂Y4
∂V

∣∣∣< |1− v | < 1 < K13.


∣∣∣ ∂Y5
∂S

∣∣∣< |δ| < 1 < K14,

∣∣∣ ∂Y5
∂V

∣∣∣< |α+1| < |α|+1 < K15.

The partial derivatives are bounded, hence the existence and uniqueness of the solution. Let us now study the
stability of the equilibrium points.

4. Stability analysis

Consider the nonlinear autonomous system in equation (3) where the following parameters are constants. To avoid
any ambiguity, we will adopt a new notation. Thus, let us note:
α(a, t ) = α̂(a, t )+σθ̂i 0(a, t ) = α̂(a, t ) withσ= 0 for human being , θi 0(i = 1,2,3,4,5), γi (a, t ) = γi (i = 1,2,3), β(a, a′, t ) =
β0, p(a, t ) = p, q(a, t ) = q , ρ(a, t ) = ρ where αi 0, θi 0,γi 0, p,q, ρ are positive constants. By integrating the equation
(1) with respect to the age of a1 to A and using the real condition S(A,t)=0, E(A,t)=0, I(A,t)=0, R(A,t)=0, the system of
ordinary differential equation describing the dynamics of the population is :
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N ′
s =−(α̂−µ1θ̂1 +δ)Ns (t )−γ1β0Ni (t )Ns (t )+µ2θ̂2(1−p)(a, t )Ne (t )+

µ3θ̂3(1−q)Ni (t )+ (µ4θ̂4 +ρ)Nr (t )+ (µ5θ5 + v)Nv (t ),

N ′
e =−(

α̂+γ2 −µ2
)

pNe (t )+γ1β0Ni (t )Ns (t ),

N ′
i =−(

α̂+γ3 +γad −µ3
)

qNi (t )+γ2Ne (t ),

N ′
r =−(

α̂+p
)

qNr (t )+γ3Ni (t )+ (1− v)Nv (t ),

N ′
v =− (α̂+1) Nv (t )+δNs (t ).

(7)

With as initial functions



Ns (0) = ∫ A
0 S0(a)d a,

Ne (0) = ∫ A
0 E0(a)d a,

Ni (0) = ∫ A
0 I0(a, t )d a, t ∈ [−τ,0],

Nr (0) = ∫ A
0 R0(a)d a,

Nv (0) = ∫ A
0 V0(a)d a.

(8)

Proposition 4.1.
There is a disease when R01 > 1, R02 > 1, R0 > 1, with R01 = γ1β0

α+γ2−µ2θ2
, R02 = γ20

α+αad+γ30−µ3θ3

R0 = γ1β0γ2
(α+γ2−µ2θ)(α+αad+γ30−µ3θ3)

Proof. There is an epidemic when the number of new people exposed and the number of new patients increase.
That is, if we have the following two cases:
Firstly: there are more new patients exposed than new patients (ie by new patients, those exposed who have just
changed status). In other words :

−α+µ2θ2 +γ1β0 > γ2, =⇒α−µ2θ2 +γ2 < γ1β0 =⇒ γ1β0
α+γ2−µ2θ2

> 1

Secondly: there are more new patients than new cured (that is to say by newly cured, patients who have just
changed status by becoming cured). This is explained by:
−α−αad +γ20 −µ3θ3q > γ30 =⇒α+αad +γ30 −µ3θ3q < γ20

γ20
α+αad+γ30−µ3θ3

> 1

Taking the product of the two inequalities, we get:

γ1β0γ2
(α+γ2−µ2θ)(α+αad+γ30−µ3θ3) > 1, we notice :

R0 = γ1β0γ2
(α+γ2−µ2θ)(α+αad+γ30−µ3θ3) > 1 is the basic reproduction number.

Using the next generation matrix method, we obtain the same value of R0 (the principle is the same as [12], [9], [11],
[1], [2], [7], [5], [17], [14], [8]) We therefore have an epidemic as soon as R0 > 1. Thus, we have the following theorems :

Theorem 4.1.
For all τ ≥ 0 the equilibrium point without disease noted H0(S0,0,0,0,0) is asymptotically locally stable when γ1 =
0,R0 < 1,
R1 < 1,R2 < 1 and R3 < 1 with R1 = µ1θ1

α+γ1+δ ,

R2 = µ2θ2p
α+γ2

, R3 = µ3θ3
α+γ3+αad

.
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Proof. When γ1 = 0, the system (7) becomes :



N ′
s =−(α̂−µ1θ̂1 +δ)Ns (t )+µ2θ̂2(1−p)(a, t )Ne (t )+µ3θ̂3(1−q)Ni (t )+

(µ4θ̂4 +ρ)Nr (t )+ (µ5θ5 + v)Nv (t ),

N ′
e =−(

α̂+γ2 +−µ2
)

Ne (t ),

N ′
i =−(

α̂+γ3 +γad −µ3
)

Ni (t )+γ2Ne (t ),

N ′
r =−(

α̂+p
)

Nr (t )+γ3Ni (t )+ (1− v)Nv (t ),

N ′
v =− (α̂+1) Nv (t )+δNs (t ).

(9)

We will look for the characteristic equation of the system (9). For this, let us set:
N j (t ) =ψ j exp(λt ), j = v, s, e, i, r. By replacing these results in the system (9), we obtain :



(λ+ α̂−µ1θ̂1 +δ)ψs (t )−µ2θ̂2(1−p)(a, t )ψe (t )

−µ3θ̂3(1−q)ψi (t )− (µ4θ̂4 +ρ)ψr (t )+ (µ5θ5 + v)ψv (t ) = 0,(
λ+ α̂+γ2 −µ2

)
pψe (t ) = 0,(

λ+ α̂+γ3 +αad −µ3
)

qψi (t )−γ2ψe (t ) = 0,(
λ+ α̂+p

)
ψr (t )−γ3Ni (t )+ (1− v)ψv (t ) = 0,

(λ+ α̂+1)ψv (t )−δψs (t ) = 0.

(10)

From system (10), we obtain the following caractéristic equation:

(λ+ α̂−µ1θ̂1 +δ)(λ+ α̂+γ2 −µ2)(λ+ α̂+γ3 +αad −µ3)(λ+ α̂+p)(λ+ α̂5 +σθ5 +1) = 0 (11)

=⇒λ=−α̂+µ1θ̂1 −δ, λ=−α̂−γ2 +µ2θ2p, λ=−α̂−γ3 −αad +µ3θ3q , λ=−α̂−p, λ=−α̂−1
There is stability of the equilibrium point when the roots of the characteristic equation all have negative real parts
(λ< 0), in other words -α+µ1θ1−δ< 0,R1 < 1,−α−γ2+µ2θ2p < 0, where R2 < 1,−αad −α−γ3+µ3θ3q , hence R3 < 1.
The other two roots (−α−ρ and −α−1) are negative because ρ and α are positive.

Theorem 4.2.
If γ10 > 0 and system parameters satisfy R0 > 1,R1 > 1,R2 < 1,R3 < 1,R4 < 1 et R5 < 1 Where R1,R2,R3 are determined in
theorem (4.1) and

R4 = (α̂−µ1θ̂1 +δ)(α̂4 +ρ)(α̂+1)

δ(µ4θ4 +p)(1− v)(µ5θ5 + v)(α+ρ)

R5 = (α+ρ)(α̂3 +γ3 +αad −µ3θ3q)(α̂2 +γ2 −µ2θ2p)

γ2(µ4θ4 +p)+γ2(α+p)µ3θ3(1−q)

The system (10) has only one positive endemic equilibrium point noted

H∗ = (V ∗,S∗,E∗, I∗,R∗) asymptotically locally stable

Proof. Our goal here is first to determine the endemic equilibrium point and then study its stability. [1] [24]
The endemic equilibrium point H∗ = (N∗

s , N∗
e , N∗

i , N∗
r , N∗

v ), is the solution of the following system (12) :
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0 =−(α̂−µ1θ̂1 +δ)N∗
s −γ1β0N∗

i N∗
s +µ2θ̂2(1−p)(a, t )N∗

e +

µ3θ̂3(1−q)N∗
i + (µ4θ̂4 +ρ)N∗

r + (µ5θ5 + v)N∗
v ,

0 =−(
α̂+γ2 −µ2

)
N∗

e +γ1β0Ni (t )N∗
s ,

0 =−(
α̂+γ3 +αad −µ3

)
qNi (t )+γ2N∗

e ,

0 =−(
α̂+p

)
N∗

r +γ3Ni (t )+ (1− v)N∗
v ,

0 =− (α̂+1) N∗
v +δN∗

s .

(12)

H∗ = (N∗
s , N∗

e , N∗
i , N∗

r , N∗
v ) are strictly positive constants to be determined.

Let’s use substitution to determine H∗ = (N∗
s , N∗

e , N∗
i , N∗

r , N∗
v )

N∗
v = δ

α+1 N∗
s > 0

N∗
e = α+αad +γ30 −µ3θ3q

γ20
N∗

i > 0

N∗
s = (α+αad +γ30 −µ3θ3q)(α+γ20 −µ3θ2p)

γ20γ10β0
> 0

N∗
r = γ30

α+ρN∗
i + (1− v)δ

(α+ρ)(α+1)
N∗

s

C0 = (α−µ1θ1 +δ)(α+ρ)(α+1)−δ(µ4θ4 +ρ)(1− v)+ (µ5θ5 + v)(α+ρ)

(α+ρ)(α+αad −µ3θ3 +γ3)(−α+µ2θ2 −γ2)+γ2γ3(µ4θ4 +ρ)+γ2(α+ρ)µ3θ3(1−q)

N∗
i = γ20

γ20 +1
C0N∗

s > 0 C0 is positive according to the conditions on R4 and R5

Next, we will study the stability of the endemic equilibrium point H∗ by linearizing the autonomous nonlinear
system and calculating the characteristic equation. We obtain a polynomial equation, which will allow us to analyze
the stability of the system. Thus, after linearization, we obtain the following system:



ψ′
s (t ) =−(α̂−µ1θ̂1 +δ)ψs (t )∗−γ1β0[N∗

i ψs (t )+N∗
s ψi (t )]+

µ2θ̂2(1−p)(a, t )ψe (t )+µ3θ̂3(1−q)N∗
i + (µ4θ̂4 +ρ)N∗

r + (µ5θ5 + v)N∗
v ,

ψ′
e (t ) =−(

α̂+γ2 −µ2
)

pψ′
e (t )+γ1β0ψi (t )N∗

s ,

ψ′
i (t ) =−(

α̂+γ3 +αad −µ3
)

qψi (t )+γ2ψi (t ),

ψ′
r (t ) =−(

α̂+p
)

N∗
r +γ3ψi (t )+ (1− v)ψv (t ),

ψ′
v (t ) =− (α̂+1)ψv (t )+δψs (t ).

(13)

Let’s note that ψi (t ) =φi exp(λt ) =⇒ψ′
i (t ) =λφi exp(λt )

By replacing ψi (t ) and ψ′
i (t ) by their values in (13), we obtain the following system: (14)



(λ+ α̂−µ1θ̂1 +δ)φs (t )∗+γ1β0[N∗
i φs (t )+N∗

s φi (t )]−µ2θ̂2(1−p)(a, t )φe (t )−

µ3θ̂3(1−q)N∗
i − (µ4θ̂4 +ρ)N∗

r − (µ5θ5 + v)N∗
v = 0,(

λ+ α̂+γ2 −µ2
)

pφe (t )−γ1β0φi (t )N∗
s = 0,(

λ+ α̂+γ3 +αad −µ3
)

qφi (t )−γ2φi (t ) = 0,(
λ+ α̂+p

)
N∗

r −γ3φi (t )− (1− v)φv (t ) = 0,

(λ+ α̂+1)φv (t )−δφs (t ) = 0.

(14)
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Substitute N∗
s and N∗

i by their expressions in (14) while simplifying if necessary and setting: C1 = −α̂+µ1θ̂1 − δ,
C2 = α̂+γ2−µ2θ2, C3 =α+ρ, C4 = α̂+γ2−µ2θ2p, C5 = α̂+αad +γ3−µ3θ3q , C6 =α+1, C7µ5θ5+v , C8 =µ4θ4+ρ with
Ci (i = 1 to 8) strictly positive according to the conditions on R1,R2,R3,R4,R5) we obtain the following system:



(λ−C1 + C0C4C5
C6

)φs (t )+ ( C4C5
γ2

e−λτ−µ3θ3(1−q))φi (t )−

µ2θ2(1−p)φe (t )−C8φr (t )−C7φv (t ) = 0,

(λ+C4)φe (t )− C0C4C5
C6

φs (t )− C4C5

γ2e−λτφi (t ) = 0,

(λ+C5)φi (t )−γ2φe (t ) = 0,

(λ+C3)φr (t )−γ3φ(t )− (1− v)φv (t ) = 0,

(λ+C6)φv (t )−δφs (t ) = 0.

(15)

Let’s note M1 =
(
− (C1 + C0C4C5

C6
+C6 +C3)+ C0C4C5

C6

)
;

M2 =C1(C6 +C3)+C6C3 ;

M3 = δC7C3 +δ(1− v)C8 +C1C6C3 −C3C0C4C5 +C3C0C4C5 ; M4 =C4C5 ;

M5 =
[
C1 + C0C4C5

C6
+C5 +C4 +C6 +C3

]
;

M6 =
[
−δC7 − C0C4C5

C6
µ2θ2(1−p)+ (C5 +C4 +C6 +C3)(C1 + C0C4C5

C6
)+ (C4C5 + (C6 +C3)(C5 +C3)+C6C3)

]
;

M7 =
[
− δC7(C5 +C3 +C4) − δ(1 − v)C8 − γ2

C0C4C5
C6

µ3θ3(1 − q) +
(
C4C5 + (C6 +C3)(C5 +C3) +C6C3

)
(C1 + C0C4C5

C6
) +

C4C5(C6 +C3)+C6C3(C5 +C4)− (C5 +C3 +C6) C0C4C5
C6

µ2θ2(1p )
]

;

M8 =
[
− δC7(C3C5 +C4C5 +C3C4) − δ(1 − v)C8(C4 +C5) − γ3C8

C0C4C5
C6

γ2 − (C6 +C3)γ2
C0C4C5

C6
µ3θ3(1 − q) − (C3C5 +

C5C6 +C6C3) C0C4C5
C6

µ2θ2(1−p)+C6C3C5C4 +
(
C5C4(C6 +C3)+C6C3(C4 +C5)

)
(C1 + C0C4C5

C6
)
]

;

M9 = +
[
− δC7C3C4C5 − δ(1 − v)C8C4C5 − γ3C8C0C5C4γ2 − C3γ2C0C4C5µ3θ3(1 − q) − C3C5C0C5C4C5µ2θ2(1 − p) +

C1C6C3C5C4 +C0C4C5C3C5C4

]
.

we obtain this characteristic equation:

λ5 −
[
λ3 +M1λ

2 + (M2 −δC7)λ−M3

]
M4e−λτ+M5λ

4 +M6λ
3 +M7λ

2M8λ+M9M4 = 0 (16)

Theorem 4.3.
If τ= 0, for all (i=1,...9), Mi > 0 and in addition M6 −M4 > 0, M7 −M1M4 > 0, M8 −M2M4 +δC7M4 > 0, then, we have
an asymptotic stability of the endemic equilibrium point.

if τ= 0, we obtain;

λ5 +M5λ
4 + (M6 −M4)λ3 + (M7 −M1M4)λ2 + (M8 −M2M4 +δC7M4)λ+M3M4 +M9M4 = 0 (17)

It’s easy to see that Descartes’ rule holds, such that there are as many positive roots as there are sign changes of the
coefficients of the polynomial [13], [15], [16]. In this case, all polynomial coefficients are positive, hence all polynomial
roots are therefore negative, which demonstrates the endemic asymptotic stability equilibrium point.



74 Structured Model in Age with Delay for the Study of some Diseases

Theorem 4.4.
For τ> 0, M5 −2M6 > 0, 2(M8 −M5M7)+ (M6 +1)(M6 −M1) > 0,

2(M5M9M4 −M6M8 −δC7M2)+ (M7 −M1)(M7 +M1) > 0,

−2(M1M3 + M7M9M4) + (M8 − δC7 + M2)(M8 + δC7 − M2) > 0, (M9M4 − M3)(M9M4 + M3) > 0, then, we have an
asymptotic stability of the endemic equilibrium point.

Proof. For τ> 0, let λ= i w ,[6] Substituting in the equation (16), we obtain:

i w5 −
[
− i w3 −M1w2 + i (M2 −δC7)w −M3

]
M4(cos(wτ)− i sin(wτ))+M5w4 − i M6w3 −M7w2 + i M8w +M9M4 = 0.

Separating the real part from the imaginary part, we get:[
M5w4−M7w2+M9M4+M4w3 sin(wτ)+M1M4w2 cos(wτ)+M4(δC7−M2)sin(wτ)w+M3M4 cos(wτ)

]
+i

[
w5−M6w3+

M8w +M4w3 cos(wτ)−M1M4w2 sin(wτ)+M4(δC7 −M2)w cos(wτ)−M3M4 sin(wτ)
]
= 0

We obtain the following system: (18)



M5w4 −M7w2 +M9M4 +M4w3 sin(wτ)+M1M4w2 cos(wτ)+

M4(δC7 −M2)sin(wτ)w +M3M4 cos(wτ) = 0,

w5 −M6w3 +M8w +M4w3 cos(wτ)−M1M4w2 sin(wτ)+

M4(δC7 −M2)w cos(wτ)−M3M4 sin(wτ) = 0.

(18)

By the method of comparison, we get sin2(wτ) and cos2(wτ) and applying sin2(wτ) + cos2(wτ) = 1, and let pose
w2 = x, we get:

x5+(M 2
5 −2M6)x4+

[
2(M8−M5M7)+(M6+1)(M6−1)

]
x3+

[
2(M5M9M4−M6M8−δC7+M2)+(M7−M1)(M7+M1)

]
x2+[

2(−M1M3 −M7M9M4)+ (M8 +δC7 −M2)(M8 −δC7 +M2)
]

x + (M9M4 +M3)(M9M4 −M3) = 0 (19)

Then, according to the Descartes criterion [24], the roots of the characteristic equations (19) are all negative real parts.
Thus, the endemic equilibrium point of the autonomous system in Equation (16) is asymptotically stable.

5. Simulation

We will now simulate numerically the disease free equilibrium point and the endemic equilibrium point by using
python. the simulation time is expressed in days. First let consider the disease free equilibruim H(S0,0,0,0 and the
following parametters:
α= 0.13 because σ= 0 for human being cases, θ1 = 0.4, θ2 = 0.1, θ3 = 0.1, θ4 = 0.2, θ5 = 0.1, γ1 = 0., γ2 = 0.15, γ3 = 0.1,
β0 = 0.0023, p = 0.1, q = 0.15, ρ = 0.02, αad = 0.1, v=0.4, [19],
(Ns (0), Ne (0), Ni (0), Nr (0), Nv (0))=(50000,0,0,0,0)
we observe that without vaccination, the disease free equilibruim H0 is locally assymptotically stable, there is no one

Fig. 1. Local asymptotic stability of the disease-free equilibrium point when δ=0
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infected and the susceptibles population disappers, everyone is healthy without being sensitive.
Now we simulate the EE (γ1 = 0.1). We will change the value of δ to see the vaccination impact on the disease.
a) First, we consider there is no time delay.
case 1 (Figure (2)); When τ= 0 and δ= 0 we get the following figure:

Fig. 2. Local asymptotic stability of the endemic equilibrium point when τ= 0 and δ=0

We can see that there is EE stability after a short oscillation (the curve of susceptible is above all.
case 2 (Figure (3)) ; When τ= 0 and δ= 0.1

Fig. 3. Local asymptotic stability of the endemic equilibrium point when τ= 0 and δ=0.1

There is EE stability, the curve of the recovered has risen, it comes above the exposed and the infected.
case 3; When tau =0 and δ= 0.2
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Fig. 4. Local asymptotic stability of the endemic equilibrium point when τ= 0 and δ=0.2

It can be seen that the number of recovered is greater than all. This is due to the fact that the recovered com-
partment is fed by the large number of vaccinated people who acquire definitive immunity. There is stability of the
equilibrium point.
case 4; δ= 0.4:

Fig. 5. Local asymptotic stability of the endemic equilibrium point when τ= 0 and δ=0.4

at case 4, δ= 0.4: We noted that the number of infected and exposed disappears in twenty five days. almost every-
one has acquired immunity.
case 5; δ= 0.5
if we vaccinate 50 percent of the population, we have the following figure:
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Fig. 6. Local asymptotic stability of the endemic equilibrium point when τ> 0 and δ=0.5

It is found that with higher vaccination coverage, the disease disappears more quickly. the figures (5) and (6) show
an endemic equilibrium point stability. The disease completely disappears from the population within a few months.
b) Second We consider that there is time delay:

Fig. 7. Instability of the endemic equilibrium point when τ> 0 and δ=0.1
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Fig. 8. Local asymptotic stability of the endemic equilibrium point when τ> 0 and δ=0.2

Fig. 9. Local asymptotic stability of the endemic equilibrium point when τ> 0 and δ=0.5

Figures 7, 8 and 9 show a gradual stabilization of the equilibrium point as the vaccination rate increases.

6. Conclusion

In this article we studied an age structured model with delay. We have taken the case where we can vaccinate part
of the population, to do so, we choose the model VSEIRS. Tuberculose and COVID 19 are examples of these diseases
[22]. We have seen that if there is no time delay, the increase in vaccination coverage accelerates the disappearance
of the disease. if there is time delay, vaccination is more than necessary to be able to control the disease. This fact
support the reccommendations of health professionals. in the next research we will study an age structured models
taking into account the space. For example the case of a latent individual who leaves one area for another area. In this
context, how to prevent and provide appropriate solutions ?
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