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1. Introduction

Linear and nonlinear partial differential equations are used in practically all fields of science and engineering. For
example, Schrodinger’s equation in quantum mechanics, Maxwell’s equations in electrodynamics, reaction-diffusion
equations in chemistry and mathematical biology, models for the spatial spread of populations and heat conduction
problems, and the Black-Scholes formula for the financial market. In the last few decades, the theory of ordinary dif-
ferential equations has become one of the most important branches of analysis, with the theory of partial differential
equations also receiving much attention in the literature [1].

An equation involving an unknown function of several independent variables and/or its partial derivatives is called a
partial differential equation. Examples of partial differential equations are the heat conduction or diffusion equation
and wave equation which are useful in many physical processes. Partial differential equations are used in various
applications in the study of gravitation, heat transfer, perfect fluids and quantum mechanics. In the literature, partial
differential equations have been solved using several methods that include integral transforms such as Fourier and
Laplace transforms [2].

This paper focuses on the application of the Sumudu and Elzaki transforms for solving linear PDEs. The Sumudu
transform is an integral transform similar to the Laplace transform and was proposed in the early 1990s by Watu-
gala [3, 4] to find solutions to ordinary differential equations and control engineering problems. In fact, the Sumudu
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transform is the theoretical dual of the Laplace transform, while the Elzaki transform is a modified Sumudu trans-
form introduced by Elzaki [5-8] to solve initial value problems in control engineering [9]. The Elzaki transform has
higher qualities as it is capable of solving differential equations with variable coefficients which could not be solved
by the Sumudu transform. Other modifications of the Sumudu transform include the fractional Sumudu decomposi-
tion method (FSDM) or the fractional Sumudu variational iteration method (FSVIM) which was applied for obtaining
approximate but very accurate solutions of time-fractional Burgers and coupled time-fractional Burgers equations
after only a few iterates [10]. The prime objective of this research is to understand both Sumudu and Elzaki transform
methods through comparative analysis.

The rest of the paper is structured as follows: Section 2 gives the problem formulation, while Section 3 gives a de-
scription of the proposed methods of solution. Section 4 presents the results of numerical experiments based on a
selection of test problems and a comparison is made between results from the Sumudu transform and those from the
Elzaki transform, and Section 5 presents some conclusions.

2. Problem Formulation

In this section, the classical partial differential equations, specific examples of which will be solved, are identified.

2.1. The Heat Equation

We shall consider the one-dimensional heat equation with lateral heat loss given by
ut:I_cuxx—cu+g(x,t), 0<x<1 0=<t=<l 1)
and inhomogeneous Dirichlet initial and boundary conditions
u(x,0) = f(x), u(0,8) = hy (1), u(l, 1) = ha(1), )
where f(x) and h;(¢) are twice continuously differentiable functions on [0,1] and u(x, t) € L2(R), u represents the
temperature of the rod at the position x at time ¢ and k is the thermal diffusivity of the material and measures the
rod’s ability to conduct thermal energy relative to its ability to store that energy and g(x, t) is the heat source. The heat

equation with lateral heat loss was also considered in [11] and takes the form of the Newell-Whitehead-Segel equation
[12].

2.2. The Wave Equation

If u = ¢p(x — ct) describes a wave, the question that arises is, What type of equation does it satisfy?” We can write

u=do¢a)=dx-ct),ie, a =x—ct. We note that g—ﬁ = Z—i . g—i = (smce =1). So
’u B d*¢ 3)
0x2 ~ da?
d d d? d?
Slmllarly, 5: = d(g %—‘;‘ = —cda (since %C; =-0). Thus, atZ = —c% (d—ﬁ) = —cd—(;f%—‘;‘ = czd ¢ and so
1 0%u _ d’¢

c2 02 da? @)
From (3) and (4), we have that
%u 1 %u .
PR T ©
or, in compact form, t, = ¢~2u,, which is the linear second-order homogeneous wave equation that describes the
propagation of waves with respect to space and time. Here, ¢ > 0 is a constant representing the wave velocity which
is determined by the physical properties of the material through which the wave propagates. The initial conditions
associated with this wave equation are u(0, t) = f(¢), ux(0, t) = g(t). Equation (5) admits solutions of the form u(x, f) =
¢(x—ct)+w(x+ct) where ¢p and y are arbitrary functions No matter the shape of the function ¢, the wave u = ¢p(x—c?)

satisfies the wave equation, smce (/J' Frea _¢>", 55 = —C(p, 3 tl ¢ = (—0)? (p 2(;5”. Thus,
62u _ 1 62 _ ¢/r (ng[)”) -0
0x2  c2 o012 c2 B

r? "
Sin;ilarly, any function of the form u = ¢(x + c?) also satisfies the wave equation, i.e., gif o, ‘;T(f =¢, %’ =
C(p', g—;f = c2<p", giving, again,
62u 1 62u " 1 2 N
o aop ¢ T glee)=0
It follows that any function of the form u = ¢(x —ct) + @ (x + ct) is a solution of the wave equation. We can write the
wave equation (5) as

un:czuxx, O0<x<mn >0 (6)
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2.3. The Poisson Equation

The Poisson equation describes the physics of several situations (e.g., stress in a metal bar, ideal or irrotational fluid
flow, groundwater flow or seepage, electrostatic potential). The Poisson equation is given by
°u  d*u
— + — =G(x, orvzusz, 7
a2 " 5y (x,y) (x,) (7)
where u(x, y) is the dependent variable and G(x, y) is the source term. Equation (7) must be considered subject to the
conditions

u(x,0) = fi(x), ux(0,y) = fo(y)

8
u(0,y) = g1(y), ux(x,0) = g2(1)

2.4. The Telegraph Equation

Also known as a damped wave equation, the telegraph equation finds application in many fields of applied science
such as planar random motion of a particle in fluid flow, transmission of electrical impulses in the axons of nerve
and muscle cells and propagation of electromagnetic waves in superconducting media. Other applications include
propagation of pressure waves occurring in pulsating blood flow in arteries, random motion of a bug along a hedge,
digital image processing and propagation of electrical signals along a telegraph or cable transmission line [13]. In this
paper, among others, we are concerned with finding solutions to linear telegraph equations using the Sumudu and
Elzaki transforms. The general telegraph equation takes the form

Ui+ @+ P+ afF(u) = gy + f(x, 1) 9)
in the region Q = {(x, f)la < x < b, 0 < t < T} subject to the initial and boundary conditions

u(x,0) = g1(x), us(x,0)=g2(x), a<x<b

(10)
u(0,6) =hy (1), ull,t)=hy(1),0=st<T.

where ¢ is the length of the cable and u = u(x, t) is the unknown function representing the voltage flowing through the
wire at any position x and any time ¢. Also, F(u) = a1 ud+ aru? + asu, so that if a) = a» =0, as in this paper, then (9)
is linear, otherwise it is nonlinear. The quantities @, 8, a;, a», as are known real constants and f, g1, g2, h;, hy are
known continuous real-valued functions. In equation (9), we have

G R 1

a=—, ﬁ:_y 62:_!

C L LC
where R and G represent the resistance and conductance, respectively, of the resistor per unit length of cable, while C
and L are, respectively, the capacitance and conductance of the capacitor per unit length of cable.

3. Description of the Methods

3.1. The Sumudu Transform

The Sumudu transform is one of the methods that can be applied to solution of initial value problems. This trans-
form is defined for functions of exponential order by S

IS fune tde, 0su<t,

G(u)=§[f(t)]={ j‘(;’of(ut)e_tdt, T1<u=<0

over the set of functions
L} .
A= {f(t)BM,Tl,TZ >0,|f (0] <Me™i,ifte (-1) x [0,00)}.

With scale and unit-preserving properties, the Sumudu transform may solve problems without resorting to a new
frequency domain. Belgacem et al. [14] applied the Sumudu transform to integral production equations and the idea
of duality was analyzed which showed a duality relationship between it and the Laplace. This relationship was then
known as the Laplace-Sumudu Duality (LSD)[14].

Belgacem and Karaballi [15] introduced more general shift theorems that seemed to have combinatorial connections
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Table 1. Basic properties of the Sumudu transform

Formula

Comment

Gu) = S[f(t)] =f(;’°f(ut)e—”dt, —T1<U<Ty

Gluw) = ( )

Slaf(t)+ bg(t)] = a§[f(t)] +bS[g(1)]
G1(w) =S[f (0] =
Go(u) = f”(t)] G(u)

G()

Gn(w) =S[f"(D] = G(“)
S [fo (1) dT] = uG(u)
Sif(at)] =G(auw)

51440

dG(u)

SUTqu

G(u)—f(O)

— G _

u
fo _ fo (0)

u2
nlf“w)
k=0 unk‘

-

Sle™ f(1)] = 1= G (47)
SIf(t-a) H(t—a)] =et G(u)
8[ fo f(r)dr] lfo fwdu
limy, .o G(u) = lim;—q f (1)

limy— 100 G(w) =lim— 100 (1)

S(f(0) =

T
Jo" fuve ' dr
o

S(f * g =uS(f(1)S(g(®)

(f=g) @)

=f0tf(r)g(t—r) dr

Ji0)

u

Definition of Sumudu Transform for f € A

Duality with Laplace Transform

Linearity property

Sumudu transforms of function derivatives

Sumudu transform of an integral of a function
First scale preserving theorem

Second scale preserving theorem

First shifting theorem

Second shifting theorem

Average preserving theorem

Initial value theorem

Final value theorem

Sumudu transform of a T-periodic function

Sumudu convolution theorem

177

to generalized Stirling numbers. They also established more general Sumudu differentiation, integration, and con-
volution theorems and used the Laplace-Sumudu Duality to invoke a Bromwich contour integration formula for the
complex inverse Sumudu transform. Kiligman et al. [16] proved the Sumudu transform of convolution for the matri-
ces and used it to solve the regular system of differential equations. Elzaki [7] applied the Elzaki transform to ordinary
differential equations with non-constant coefficients and showed a distinction between the Sumudu and Elzaki trans-
forms. Albayrak et al. [17] gave g-Sumudu transforms of certain g-functions and their special cases.

The Sumudu transform has the following properties [18, 19]:

(i) The transform of a Heaviside unit step function is also a Heaviside unit step function in the transformed domain.

(ii) The transform of a Heaviside unit ramp function is also a Heaviside unit ramp function in the transformed do-

main.

(iii) The transform of a monomial ¢” is the scaled monomial S(t") = n!u".

(iv) If f(z) is a monotonically increasing function, so is G(«), and the converse is true for decreasing functions.

(v) The Sumudu transform can be defined for functions which are discontinuous at the origin, in which case the two
branches of the function should be transformed separately. If f(¢) is C" continuous at the origin, then so is the
transformation G(u).

(vi) The limit of f(¢) as ¢ tends to infinity is equal to the limit of G(u) as u tends to infinity provided both limits exist.

(vii) Scaling of the function by a factor a > 0 to form the function f(at) gives the transform G(au) which is the result
of scaling by the same factor.

Table 1 gives a summary of the properites of the Sumudu transform.

Theorem 3.1.
Let G(x, u) be the Sumudu transform of f(x, t), then:

1. Gi(x,u) =

2. Go(x,u) =

S(fi(x,0)] =

Slfie(x, 0] =

u

G(x u)

Gx,u)— f(x,0)

_fx0)

fr(x,0)
u

u2
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Proof. 1. Using integration by parts, we get:
0 G(x,u)— f(x,0
SLfi(x, )] =f ft(x,ut)e*”dtz%fu) (11
0
2.
[0S -t
Stlfre(x, 0] = A ﬁ(x,ut)e dt
Let ut = w, thendt = dTw, and so:
Silfir(x, 0] = L [=of (x, w)e u dw
L\ Ay - u Jo awz )
Using integration by parts, we get:
1( 0 *® 9 w
Selfre(x, 0] = — (——f(x,O) + u/ —f(x, w)e” u dW)
u\ ow 0o Ow

Gx,w flx, 0))
u

1

_ G_(x, u) _ f(xyo) _ f[(xyo)
Tow u? u

(12)

3.2. The Elzaki Transform

The Elzaki transform, on the other hand, is a modified version of the Sumudu transform introduced by Elzaki and
Elzaki [7] for solving ordinary and partial differential equations, as well as integral equations and systems of ordinary
and partial differential equations. The Elzaki transform of the function f(#), denoted by E[f ()] = T(v), is defined by

E[f(nl=Tw)= Vfo f(t)e%t dt, ve(ky, k), (13)
or equivalently
E[f(0)=T() = 1/2[ fwnetdt, ki ko>0 (14)
0

of the functions belonging to a class B, where

el

B= {f(t)lEIM,kl,kg >03|f(0)] < Mei ,ifte(-1)) [0,00)}.

The ability to transform integral equations and systems of differential equations into algebraic equations is an ele-
ment that makes the Elzaki transform so appealing [20]. Existing literature on the Elzaki transform method highlights
its applications toward finding solutions to linear PDEs. Elzaki and Hilal [5] have argued that some integral transform
methods such as the Laplace, Fourier and Sumudu are used to solve linear partial differential equations and their
usefulness lies in their ability to transform differential equations into algebraic equations which allows simple and
systematic solution procedures. The Elzaki transform also behaves in a similar way as it can be used to solve linear
PDE:s [5].

A combination of the Homotopy perturbation and Elzaki transform was used to investigate some nonlinear partial
differential equations by Elzaki and Hilal [5] who also applied the Double Elzaki transform, a modified version of the
Double Sumudu transform, to solve the general linear telegraph equation. Kim [9] proved the time-shifting theorem
and the convolution theorem for the Elzaki transform and used this transform to propose the solution of differential
equations with variable coefficients.

Elzaki and Alamri [8] presented the combined Elzaki transform and projected differential transform method to solve a
nonlinear system of partial differential equations, while Khalid et al. [20] applied the Elzaki transform method to some
nonhomogeneous fractional ordinary differential equations. Furthermore, Elzaki and Alkhateeb [6] used the Adomian
decomposition method to compute Elzaki transforms of some functions. Verma [21] applied the Elzaki transform in
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solving differential equations including Leguerre polynomial and proved its applicability in the solution of simultane-
ous differential equations.

In recent years, several researchers have devoted themselves to finding solutions of nonlinear differential equations
using various methods. The use of integral transforms to find solutions to nonlinear differential equations presents
great difficulty, for which reason methods such as the Adomian decomposition method, the Tanh method, the homo-
topy perturbation method (HPM), the differential transform method and the variational iteration method have been
explored.

To sum up, the literature considered in this section provides insight into the limitations of the methods, when they are
applicable as well as their relationship to other methods. The goal remains to compare the two and conclude which
method best suits our interests or objectives in this paper. As mentioned before, since our focus is on observing these
methods by applying them to PDEs, this paper will only apply the proposed methods to linear PDEs.

Theorem 3.2.
Let E(x, v) be the Elzaki transform of f (x, t), then:

L. Ty(x,v) = E[fy(x, ] = &2 — £ (x,0)

2. To(x,v) = Elfus(x, 0] = T — £(x,00 - vf'(x,0)
Proof.

1. Using integration by parts, we get:

E[ft(x,t)]zvf f(x,t)e_Ttdtzvf O o ne ar=TY _,rix0
0 o Ot v
2.
(o) P 00 Zf .
E[fn(x,t)]:Vf fulx,pe"vdt=v| —(x,De vdt
0 0 0r?
Using integration by parts, we get:
_o[9 L(20f L pot )
E[fn(x,t)]—V( at(Jc.0)+ Vfo at(x,t)e dt
1[Tx,v)
:U(—ft(X,O)"‘; 2 —f(x,O))
T(x,
= 0 - v, 0) (15)

O

Listed in Table 2 are some basic properties of the Elzaki transform that can be used to obtain solutions to many
types of differential equations:

Table 3 gives the Sumudu and Elzaki transforms of some basic functions that satisfy the properties of the trans-
forms:

4. Applications and Discussion

In this section, we illustrate the application of the Sumudu and Elzaki transforms using numerical examples based
on the heat, wave, Poisson and telegraph equations. All the computations associated with these examples were per-
formed using a Lenovo PC with an Intel Celeron CPU 1037U at 1.80GHz with 4.0GB internal memory and 64-bit op-
erating system (Windows 10). The figures were constructed using R Version 4.2.1 (2022-06-23 ucrt) and R Studio
9.2.191144 Cherry Blossom May 2023 Release. The results are presented in tables and figures accompanying the dis-
cussion.

Example 4.1.
Consider the heat equation (1) with k = 1, lateral heat loss coefficient ¢ = 2 and heat source g(x, ) = 0, i.e., we have
the homogeneous heat equation

Ur = Uyx —2U (16)
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Table 2. Basic properties of the Elzaki transform

Formula

Comment

Elf(0]=Tw) = v [° (e dt,ve (ky, k)
Elaf(t) + bg(0)] = aE[f ()] + bE[g(1)]
T(v)=vF(d)

Elf'(0)=T1w)=12 —vf0)

Elf"(0)] = To(v) = T8 - £0) - vf'(0)
E[f"(8)] = Tp(v) = LG — yon-l2=n+k £ )
B f(0) = 145 (1)
Elf(t-ayv+*(t-a))=e7 T()
E(f+g=1EEg

f*90 =[] fmgt-ndr

Definition of Elzaki Transform for f € B
Linearity property

Duality with Laplace Transform
Elzaki transforms of function derivatives
First Shifting Property

Second Shifting property

Elzaki Convolution Theorem

Table 3. Sumudu and Elzaki Transforms of some Functions

f@ SIf(0]=Gw) Elf0l1=T)
2
1 1 v
t u v?
-1
(zn_l)!rnzlyzy& un_l l/n+1
-1
-?‘Ea: a>0 ut v
st 1 i
1-au I—gw
te?! . e
g 0 s
le),l ;z[_ 1,2,3,... W d-anr
e _u v
Ty k>0 I-awF (-ap)k
. _au _ _av-
sin(at) Tt 2 1+az v
1 v
cos(at) 150212 1+a%y?
sinh(at) 122 _Z'f 7 1 —ac;/Z v?
2
cosh(at) 122 ;z 2 1—au'/2 v?
at g _ bu __b®
e sin(bt) (killu)zﬂ),zuz (1—(1511;)24;102;;2
at _ U—au) —av)v
e cos(bt) (1_[1?)2”,2”2 (l—aéj)2+b_2y2_
. _ 2au* av
tsin(at) O+a? 5‘2)22 31+512,2,22
u(l-a’u?) v (l-a’v’)
rcos(at) O+ 22 (1+a?v?)?
with initial and boundary conditions given by
u(x,0) = sinh(x), 0

u(,1 =0,
u(1, 1) = sinh(1)e™?,

The exact solution to this problem is u(x, t) = e sinh(x).

Solution using Sumudu Transform. Let S [u(x, t)] = U(x, w) so that S;l [U(x, w)] = u(x, t). Taking the Sumudu trans-

form of both sides of the equation (16) gives
Selue] = Seluxy —2ul,

U(x, w) — u(x,0)
w

= Uy (x,w) —20(x, w).

Using the initial condition u(x,0) = sinh(x) gives

Uy (x, w) =20 (x, w) -

Ulx,w) _sinh(x)

w
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Let U(x, w) = y, then

" 1 ) sinh(x)
—|24+ = —
Y ( " w)” w

This equation is a linear ordinary differential equation with constant coefficients. Hence, the complementary function
of the equation is

Vet —\/2+L
CF=ce w4 e w*

and the particular integral is

PI= _ksinh(x) .
w
: _ 1
Since k = — 7, we have
Pl= sinh(x).
w+1

The complete solution is

- .
2+kx sinh(x)

i} for L _
U(x,w)=CF+Pl=cieV* v  + cre T

To obtain ¢; and ¢z, we employ the boundary conditions

u(0,1 =0,
u(l, 1) = sinh(1)e™ .

Taking the Sumudu transform for each condition gives, respectively,
Si[u(0,01=U0,w)=0

- sinh(1)
Silul,N=U1,w) = .
w+1

Using the transform of the second condition on the complete solution gives ¢; = —c,. Hence,
- for L —J2+1y sinh(x)
Ulx,w)=rce Zrx cie Zryx + T
w

Using the transform of the third condition on the above solution gives c; = 0= ¢, =0, hence

- sinh(x)
Ulx,w) = .
w+1

Taking the inverse Sumudu transform of the above equation

1 _1 [ sinh(x)
S; [Ux,w)] =S;
w+1
We therefore obtain
u(x,t) = e 'sinh(x) (17)

as required.
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Solution using Elzaki Transform. Let E,[u(x, t)] = U(x, v) so that [E;1 [O(x, v)] = ulx, t). Taking the Elzaki transform of
both sides of the equation (16) gives

Erlue] =Eeluxy —2ul,

Ul(x,v) N 3
—— —vu(x,0) = Uy (x,v) - 2U(x, V).

Using the initial condition u(x,0) = sinh(x) gives
Ul(x,v)

Urx(x,v) = 2U(x,v) — = —vpsinh(x).

Let U(x,v) = y, then
1
y' - (2+ ;) y = —vsinh(x).

This equation is a linear ordinary differential equation with constant coefficients. Hence, the complementary function
of the equation is

e+l —\/2+1
CF=—ce vy e v,

Now, the particular integral is
PI = —kvsinh(x).

Since k = -3, then
2
PI = sinh(x).
v+1

The complete solution is therefore
U(x,v)=CF +P],
2
- for L . fasl
Ulx,v)=ce ZHx ce X, v sinh(x).

v+1
To obtain ¢; and c¢;, we employ the boundary conditions

u(0,1) =0,
u(1,1) =sinh(l)e™".
Taking the Elzaki transform for each boundary condition gives

IEt[u(O, t)] = U(Or U) = 0)
- v?

E:fu(l,0]=UQ1,v) =
v+1

sinh(1).

Using the transform of the first boundary condition on the complete solution gives ¢; = —c,. Hence,

2
- o1 —J2+1 v
U(x,v) =ce hyx cie Tryxy 1 sinh(x).
v
Using the transform of the second boundary condition on the above solution gives ¢; =0 = ¢, =0, hence
2

- v
U(x,v) =
v+1

sinh(x)

Taking the inverse Elzaki transform of the above equation
2
v

] sinh(x)

E; 'O (x, )] =E;!

leads to the exact solution
u(x, t) = e tsinh(x). (18)

Figure 1 shows an inversely proportional relationship between x and # in the case of fixing one variable and choos-
ing values of the other freely. It should be observed that if ¢ is fixed, then u becomes an increasing function and when
x is fixed, u becomes a decreasing function. Figure 2 describes the solution u for different values of ¢.

Example 4.2.
The following homogeneous wave equation is considered

Upr = Uxx—3U, 0<x <7, t>0, (19)
given initial conditions

u(x,0) =0, us(x,0) =2cos(x),
and boundary conditions

u(0,t) =sin(2¢), u(n, t) = —sin(21).
The exact solution to this problem is u(x, t) = cos(x) sin(21).



Christian Kasumo, Edwin Hapunda / Int. J. Adv. Appl. Math. and Mech. 11(2) (2023) 174 — 191

0.8

ST
T

i eda e

e
AP AL
AR BT,
W e r et

0.6

04

0.2

0.0

Fig. 1. Surface plot of u(x, t) = e !t sinh(x)Vx, y € [0,1]

uix by

1.0

08

06

04

02

00
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Solution using Sumudu Transform. Let S, [u(x, )] = U(x, w) so that St‘l [U(x, w)] = u(x, t). Taking the Sumudu trans-

form of both sides of the equation (19) gives

Selure] = Selugx —3ul,

Ux, w) = u(x,0)  u(x,0)
w? w

= Uy (x,w) —30(x, w).

Using u(x,0) = 0 and u;(x,0) = 2cos(x) gives

Ulx,w) _ 2cos(x)

Uxx(x, W)—gl_](x, LU)— 2
w w

Let U(x, w) = y, then

1 2cos(x)
" 3+_) _ _2eost).
y ( w2 y w

This is a linear ordinary differential equation with constant coefficients, so its complementary function is

\/3+ 2 x —/3+ L x
CF=ce w2+ coe w2,

Now, the particular integral is

2cos(x
pl = - 2C08)
w
. _ w?
Since k = ~ T then
PI = ——— cos(x).
4w? +1 (x)

The complete solution is

U(x,w) =CF +PI

- 3+Lx —/3+Lx w
U(x,w)=ce w?” 4+ e w?” + ———— cos(x).

4w? +1

To obtain ¢; and ¢, we employ, the boundary conditions

u(0, t) =sin(21),
u(m, t) = —sin(21).

Taking the Sumudu transform for each condition gives

)

- w
S u(,)=U0,w) = yPE]
w

Silulm, DI =Um,w) = -5
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Using the transform of the second condition on the complete solution gives ¢; = —c», hence

- V/3+-Lx —/3+Lx w
Ux,w)=ce w?” —cre w2 ™ 4 cos(x).

4w? +1

Using the transform of the third condition on the above solution gives c¢; = 0= ¢, =0, hence

Ux,w) = cos(x).

4w?+1
Taking the inverse Sumudu transform of the above equation

ST, w) =St cos(x)

w
4w? +1
leads to the exact solution

u(x, t) = cos(x)sin(2t). (20)

Solution using Elzaki Transform. Let E,[u(x, t)] = U(x, v) so that [E;1 (O, v)] = ulx, t). Taking the Elzaki transform of
both sides of the equation (19) gives

Eslure] =By uxy —3ul,

U(x,v)

W 0) = vue(x,0) = U (3, 0) = 30U (%, 0).

Using u(x,0) =0 and u;(x,0) = 2cos(x) gives

U(x,v)

Uyx(x,0) =3U(x,v) — >— = —2vcos(x).
v

Let U(x,v) = y, then
(3421 )y=-2vcosn)
y 7|y =—2vcos().

The equation above represents a linear differential equation with constant coefficients. Hence, the complementary
function of the equation is

far L _ a3 L
CF=ce 3Er e 3,
Now, the particular integral is
PI=-2kvcos(x).

2
: ___ UV
Since k = T then

U3
= m COS(.X') .

The complete solution is

U(x,v)=CF+PI,

- 3+ L x —/3+Lx
U(x,v) =cie 7+ e PR

To obtain ¢; and ¢, we employ the boundary conditions

COS(X).

u(0, t) =sin(21),
u(m, t) = —sin(21t).

Taking the Elzaki transform for each boundary condition gives

3

E,[1(0, )] = (0, v) = —22
TV

208

Elu(m, )]=Ur,v) = Ta2a L
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Using the transform of the first boundary condition on the complete solution gives ¢; = —c», hence

a1 208
Ux,v)=ce v2 Ty 1 cos(x).

v +1
Using the transform of the second boundary condition on the above solution gives ¢; =0 = ¢, =0, hence

3

Ux,v) = 1 cos(x).

v
2+1
We take the inverse Elzaki transform of the above equation

3

-1(77 _r-1 v
E, [Ux, v =E; [41/2 ) cos(x)
and obtain
u(x, t) = cos(x)sin(2t) 21)

as required (see equation (20)). The Sumudu and Elzaki transforms both give the same solution for the wave equation
and the results are shown in Figures 3 and 4. These results show that the solution u of the wave equation is periodic
and bounded below by -1 and above by 1.

" " i
------ t=90
1 %
o | o] T t=370
05 ° Y
o
llr,r g 00 Y
““ 1‘. v
HWW” 2 %
05 \\\_
W T T I ‘\“ T I T -
0 1 2 3 4 5 6
10
X
Fig. 3. Surface plot of u(x, 1) = cos(x) sin(21)¥x, € [0, 27] Fig. 4. Exact solution for different values of ¢
Example 4.3.
Consider the following Poisson equation
Uyx + Uyy = —xCOS(y) (22)

(i.e., equation (7) with G(x, y) = —xcos(y)), subject to the initial conditions

u(x,0) = x, uy(0,y) =cos(y),
u(0,y) =0, uy(x,00=0

The exact solution to this problem is u(x, y) = xcos(y).

Solution using Sumudu Transform. Let S,[u(x,y)] = U(w,y) so that S;'[U(w,y)] = u(x,y). Taking the Sumudu
transform of both sides of the equation (22) gives

Sxltxx + tyyl = Sx[-xcos(y)],

U , - 0, 0) 7
mw)u(w_w;w+mﬂmw=ﬂmmm.

w2
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Using the conditions ©(0, y) = 0 and u (0, y) = cos(y) gives

- Uw,y) cos(y)
Uyy(w,y) + B =—-wcos(y).

Let U(w, y) = g, then we obtain

2
" q 1-w
- —5 =cos(y)
4 =72 y ( w )
which is a linear ordinary differential equation with constant coefficients. Hence, the complementary function is
CF=ciew” +cpe w?,

Now, the particular integral is

PI = k cos( )(1_w2)
= y w .

) 2
Since k = -, then
1-w?

2

P~ (253) (5 et = weostr
ol by | cosy) = weos(y).

The complete solution is

U(w,y) = CF +PI,

U(w,y) = crew? + coe” 1Y + weos(y).
To obtain ¢; and ¢, we employ the conditions

u(x,0) =x,
uy(x,0) = 0.

Taking the Sumudu transform for each condition gives

Sylu(x,0)] = U(w,0) = w,
Syluy(x,0)] =Uw,0) =0.

Using the transform of the second condition on the complete solution gives ¢; = —c», hence
Uw,y) = cleTify - cle_%y + wcos(y).
Using the transform of the third condition on the above solution gives ¢; =0 = ¢, =0, hence
U(w,y) = wcos(y).
Taking the inverse Sumudu transform of the above equation
S 0w, )] = S; [w] cos(y)
we get
u(x,y) = xcos(y) (23)

as required.
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Solution using Elzaki Transform. Let E,[u(x, y)] = U(v, y) so that [E;1 [U(v, ¥)] = u(x, y). Taking the Elzaki transform
of both sides of the equation (22) gives

Ex[txx + tyyl =Ex[—xcos(y)],

Uwy) 0 0 U =-13
2 = u(0,y) = vux(0,y) + Uyy(v,y) = —v° cos(y).

Applying the conditions u(0, y) = 0 and u« (0, y) = cos(y) gives

- Uw,y)
Uyy(v, y) + Uzy —vcos(y):—v3c0s(y).

Let U(v,y) = q, then
q" - % =cos(y)(v—1°).

This is a linear differential equation with constant coefficients and has complementary function
CF= cle%y + cze_%y.

Now, the particular integral is
PI=kcos(y)(v— ).

. 2
Since k = %, then
1-v2

1-v2
The complete solution is
U(v,y) =CF+PI,

)
PI= ( )(v— vg)cos(y) = cos(y).

Uw,y) = cle%y + cze_it;y +13cos(y).
To obtain ¢; and ¢, we employ the boundary conditions
u(x,0) = x,
uy(x, 0)=0.
Taking the Elzaki transform for each condition gives
Ex[u(x,0)] = U(v,0) = v°,
Exluy(x,0)] = U(v,0) =0.
Using the transform of the first boundary condition on the complete solution gives ¢; = —c», hence
Uw,y) = cleTin - cle_%y + 13 cos(y).
Using the transform of the second condition on the above solution gives ¢; = 0= ¢, =0, hence
U(v,y) = v3cos(y).
Taking the inverse Elzaki transform of the above equation
E;' [U(v, p)] = E; ' [v®] cos(y)
we obtain
u(x,y) = xcos(y) (24)

which is the exact solution obtained using the Sumudu transform (equation (23)). The same solution to the Poisson
equation is obtained using both the Sumudu and Elzaki transforms, giving an increasing function (not necessarily
monotonic) (see Figures 5 and 6). As can be seen from Figure 6, there is periodicity in y.

Example 4.4.
Here, we consider the linear nonhomogeneous telegraph equation be given by

Ugx = Ups + 33U + 1 —6e’sin(x), (25)
with the initial values

u(x,0) =sin(x), us(x,0) =sin(x)
and the limit values

u(0,1) =0, ux(0,1) =e’.

The exact solution to this problem is u(x, t) = elsin(x).
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Fig. 5. Surface plot of u(x, y) = xcos(y) for x € [0,3] and

Fig. 6. Exact solution for different values of y.
y€l0,2]

Solution using Sumudu Transform. Let S, [u(x, f)] = U(w, t) so that S;l [U(w, )] = u(x, ). Taking the Sumudu trans-
form of both sides of the equation (25) gives

Sylttxx] = Syl +3u, + u—6elsin(x)],

Uw,t)—u0,1)  uy(0,1)
w? -

- - - w
= Usew, 1)+ 30w, 1)+ Uw, 1) - 6¢' ().

Using the conditions u(0, ) = 0 and 1,(0, 1) = e’ gives

Uw,t) e _ _ _ W
————————:UnUmn+3UAwJ)+UUuﬂ—6e( )
w? w 1+ w?

Let U(w, t) = ¥, then we obtain a linear differential equation with constant coefficients
t

u e
"3y +y- L =6e! -—.
Y yry w? e(l—i-uz) w

Hence, the complementary function of this equation is

4 4
-3+, [5- 5 -3-\ /525
Ly Ly

CF=ce 2 + e 2

Now, the particular integral is

5w?—1

Pl=ke! — .
w(l+ w?)

2
s —_ w:
Since k = e then

w :
=1..2¢-
1+w

The complete solution is

U(x,w) =CF +PI,

34 [5-4_ _3— [5— 4
3+5"’2t 3 5“’2t w .
+——=e¢".

Ux,w)=cie” 2 +ce 2
To obtain ¢; and ¢, we employ the initial conditions

u(x,0) =sin(x),

u;(x,0) =sin(x).
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Taking the Sumudu transform for each condition gives

Slux,0)] = U(w,0) = ——,
1+w

- w
Sxlus(x,0)] = Ur(w,0) = Tk

Using the transform of the first condition on the complete solution gives ¢; = —c», hence

-3+, [5- 24 -3 [5- 4
Vo w2 V5 w2
w R w t

Ux,w)=cie” 2z '—cle 2 +——el.
’ 1+ w?

Using the transform of the second condition on the above solution gives ¢; = 0= ¢, =0, hence

Ux,w) = W et
T w2

Taking the inverse Sumudu transform of the above equation

17 el ¢
S 0w, 0] =S; sz]e
results in
u(x, t) = e'sin(x) (26)

as required.

Solution using Elzaki Transform. Let E,[u(x, f)] = U(v, t) so that [E;1 (O, ] = ulx, ). Taking the Elzaki transform of
both sides of the equation (25) gives
Exlttxr] = Exlutss +3us + u—6e’sin(x)],

U, 1)
2

3
~u0, 1)~ vux(0,1) = Upy (0, 1) + 30, (v,0) + U(v, 1) b’ ( — UZ) .

Using the initial conditions (0, r) = 0 and u, (0, ) = e’ gives

U, t)
v

3
—vel =0, 0)+30,(v, )+ U, 1) —Get( v 2).
1+v

LetU(v, t) = y, then we have the linear differential equation with constant coefficients

3
" ! y t 4 t
+3y +y— = =6e —ve'.
y yry V2 (l+v2)

whose complementary function is

4 4
-3+ /5~ -3- /5—72 .

CF=cie” 2z '+ce 2

Now, the particular integral is

503—v
A+v2)°

PI = ke’

. 2
and since k = #, we have

v,
PI=——¢".
1+v2

The complete solution is

U(v,t)=CF +PI,

-3+, /5-4 -3-,/5-4 3
1% 1% t U t

Uv,)=cie” 2 l'+ce 2 + e
2
1+v
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To obtain ¢; and ¢, we employ the initial conditions

u(x,0) = sin(x),
us(x,0) =sin(x).

Taking the Elzaki transform for each condition gives

3
Ex[u(x,0)] = U(1,0) = ——,
1+ 02

3

Exlu (6,0 = Uy (1,0) = ——.
1+v

Using the transform of the first initial condition on the complete solution gives ¢; = —c, hence

- _4 _3— [5- 4
3+ /5= 3= /5- % . 3 .
+

Uv,t)=cie 2 I'—ce 2 sel.
1+v

Using the transform of the second initial condition on the above solution gives ¢; =0 = ¢, =0, hence
0w =" e
v, )= ——e".
1+ 02

Taking the inverse Elzaki transform of the above equation

~17] o[ t
E. [U(v, )] =E; T 02
we therefore get
u(x, 1) = e’ sin(x) (27)

as required (see equation (26)). As with the previous examples, we obtained the same results for the Telegraph equa-
tion from the Sumudu and Elzaki transforms. Also, from the surface graph in Figure 7, it is evident that the further
away t goes from 0, the more defined the graph becomes and hence its sinusoidal nature.
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Fig. 7. Surface plot of u(x, ) = e’ sin(x)Vx, € [0, 10] Fig. 8. Exact solution for different values of ¢

5. Conclusion

This paper has applied the Sumudu and Elzaki transforms and solutions for the heat, wave, Poisson, and telegraph
equations have been obtained for each method. The results support the theory that the two transforms can be used
to obtain solutions to linear PDEs. However, this does not mean that all linear PDEs can be solved using either or both
of these methods. The analysis showed a strong relationship between the Sumudu and Elzaki transforms, since they
both yielded exact solutions of the partial differential equations used for numerical experiments.



Christian Kasumo, Edwin Hapunda / Int. J. Adv. Appl. Math. and Mech. 11(2) (2023) 174 — 191 191
Acknowledgements

The authors gratefully acknowledge the support of Mulungushi University and thank the Editor and anonymous
reviewers for their constructive suggestions resulting in significant improvements to the paper.

References

[1] T. Hillen, L.E. Leonard, H. Van Roessel, Partial differential equations: Theory and completely solved problem:s,
John Wiley & Sons, Inc. 1st Ed., New York, 2012.

[2] N.V. Vaidya, A.A. Deshpande, S.R. Pidurkar, Solution of heat equation (partial differential equation) by various
methods, Int. Conf. on Research Frontiers in Sciences, 1913 (2021) 1-12.

[3] G.K. Watugala, Sumudu transform: a new integral transform to solve differential equations and control engineer-
ing problems, Int. J. Math. Edu. Sci. Tech. 24(1) (1993) 35-43.

[4] G.K. Watugala, The Sumudu transform for functions of two variables, Math. Eng. Industry 8(4) (2002) 293-302.

[5] T.M. Elzaki, E.M.A. Hilal, Homotopy perturbation and Elzaki transform for solving nonlinear partial differential
equations, Mathematical Theory and Modeling, 2(3) (2012) 33-42.

[6] T.M. Elzaki, S.A. Alkhateed, Modification of Sumudu transform “Elzaki transform" and Adomian decomposition
method, Appl. Math. Sci. 9(13) (2015) 603-611.

[7]1 T.M. Elzaki, S.M. Elzaki, E.M.A. Hilal, Elzaki and Sumudu transforms for solving some differential equations,
Global J. Pure Appl. Math. 8(2) (2012) 167-173.

[8] T.M. Elzaki, B.A.S. Alamri, Projected differential transform method and Elzaki transform for solving system of
nonlinear partial differential equations, World Appl. Sci. J. 32(9) (2014) 1974-1979.

[9] H. Kim, The time shifting theorem and the convolution for Elzaki transform, Int. J. Pure Appl. Math. 87(2) (2013)
261-271.

[10] H.K.Jassim, M.G. Mohammed, S.A.H. Khalif, The approximate solutions of time-fractional Burger’s and coupled
time-fractional Burger’s equations, Int. J. Adv. Appl. Math. and Mech. 6(4) (2019) 64-70.

[11] EY. Ayant, Heat conduction and the multivariable I-function, Int. J. Adv. Appl. Math. and Mech. 4(4) (2017) 15-19.

[12] H.K. Jassim, Homotopy perturbation algorithm using Laplace transform for Newell-Whitehead-Segel equations,
Int. J. Adv. Appl. Math. and Mech. 2(4) (2015) 8-12.

[13] T. Nazir, M. Abbas, M. Yaseen, Numerical solution of second-order hyperbolic telegraph equation via new cubic
trigonometric B-splines approach, Cogent Math. 4:1382061 (2017) 1-17.

[14] EB.M. Belgacem, A.A. Karaballi, S.L. Kalla, Analytical investigations of the Sumudu transform and applications
to integral production equations, Mathematical Problems in Engineering 2003 (2003) Article ID 439059, 1-16,
https://doi.org/10.1155/S1024123X03207018.

[15] EB.M. Belgacem, A.A. Karaballi, Sumudu transform fundamental properties investigations and applications, Int.
J. Stoch. Anal. 2006 (2006) Article ID 091083, 1-23, https://doi.org/10.1155/JAMSA/2006/91083.

[16] A. Kilicman, H. Eltayeb, R.P. Agarwal, On Sumudu transform and system of differential equations, Abstract and
Applied Analysis, 2010 (2010) Article ID 598702, 1-11, https://doi.org/10.1155/2010/598702.

[17] D. Albayrak, S.D. Purohit, E Ucar, On g-Sumudu transforms of certain g-polynomials, Filomat 27(2) (2013) 411-
427.

[18] M.A. Asiru, Classroom note: application of the Sumudu transform to discrete dynamic systems, Int. J. Math. Edu.
Sci. Tech. 34(6) (2003) 944-949.

[19] M.A. Asiru, Further properties of the Sumudu transform and its applications, Int. J. Math. Edu. Sci. Tech. 33(3)
(2002) 441-449.

[20] M. Khalid, M. Sultana, E Zaidi, U. Arshad, Application of Elzaki transform method on some fractional differential
equations, Mathematical Theory and Modeling 5(1) (2015), 89-96.

[21] D.Verma, Elzaki transform approach to differential equations with Leguerre polynomial. Int. Res. J. Modern. Eng.
Tech. Sci. 2(3) (2020) 244-248.

Submit your manuscript to JAAMM and benefit from:

» Rigorous peer review

» Immediate publication on acceptance

» Open access: Articles freely available online
» High visibility within the field

» Retaining the copyright to your article

Submit your next manuscript atp editor.ijaamm@gmail.com



mailto:editor.ijaamm@gmail.com

	Introduction 
	Problem Formulation
	Description of the Methods
	Applications and Discussion
	Conclusion
	Acknowledgements
	References

