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Abstract: The detection of change point in the mean and variance associated with the modified information criterion is aborded
in this study. The materials and methods which used in order to estimate the location and shape parameter are the
exponential modified Gaussian distribution supposed as a statistical test problem. The application of the proposed
model with the powerful is done on the brain electrical activity data.
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1. Introduction

Changes occurs frequently in all process. Particulary, the variation of distribution in the statisticals characteristics
is a very interesting challenge in stochastic process.
The principal investigation of the change-point issue was gone back to the papers [6, 7] who originally proposed a
technique to identify just one change in the distribution. The Application of those change point detection are effective
such as in industrial quality management (production monitoring), finance (stock prices), climate studies (global
warming) as well as in medicine(online monitoring of intensive-care patients) or geoscience (annual water volume of
rivers) to cite a few.
However, we will focus on studying the Exponentially Modified Gaussian (EMG) distribution. So, consider a sequence
of independent random variables respectively from a normal distribution N(µ,σ) and exponential distribution ξ(α)
defined by

∀i = 1, ...,n,Yi ∼ N(µ,σ), Zi ∼ ξ(α), Xi = Zi +Yi with X = (X1, ..., Xn) ∼ EMG(µ,σ,α) .

In this form, we use modified information criterion (MIC) correlated with test statistics to detect changes in
mean and variance parameters and aslso in the location parameters which is α.
So, our testing problem can be defined as follows:
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H0 :



µ1 =µ2 = ... =µn︸ ︷︷ ︸
µ

,

σ2
1 =σ2

2 = ... = ... =σ2
n︸ ︷︷ ︸

σ

,

α1 =α2 = ... =αn︸ ︷︷ ︸
α

,

M IC (k1) = M IC (k2) = ... = M IC (kn)︸ ︷︷ ︸
M IC

versus

H1 :



µ1 =µ2 = ... =µk 6=µk+1 = ... =µn︸ ︷︷ ︸
µ

,

σ2
1 =σ2

2 = ... =σ2
k 6=σ2

k+1 = ... =σ2
n︸ ︷︷ ︸

σ2

,

α1 =α2 = ... =αk 6=αk+1 = ... =αn︸ ︷︷ ︸
α

,

M IC (l1) = M IC (l2) = ... = M IC (lk ) 6= M IC (lk+1) = ... = M IC (ln)︸ ︷︷ ︸
M IC

Among the researchers who have worked on this subject, we can cite Wei Ning et al.[2] who proposed a linear
regression model with normal distribution errors in detecting change in the regression parameters β0 and β1. Par-
ticularly, a testing procedure based on a modified information criterion (MIC) for the location of change points has
been discussed. Otherwise, Khamis K. Said et al.[3] study the detection procedure based on the modified information
criterion (MIC) for change problem with the skew normal distribution model. Recently, Mahamat et al. [4] proposed
an exponential modified Gaussian change-point model based on the modified information criterion (MIC) associated
with the variance criterion.

The paper is organized as follows. In Section 2 and 3, we discuss on the materials and methodology of this paper
which turn about the detection of abnormal derivations with the criterion of the mean and variance combined with
the modified information criterion (MIC). The application of the proposed model is done on real data in the section 4
with interpretation of the analysis. We finished this purpose at the conclusion in the last and next section.

2. Exponentially-Modified Gaussian (EMG) distribution and Estimation

2.1. Model

We introduced the exponentially-modified Gaussian (EMG) distribution, defined as a convolution of an exponen-
tial distribution with parameter α and a normal distribution with parameters µ and σ, which are independent of each
other. So, X ∼ EMG(µ,σ,α) where Xi = Zi +Yi as defined in [8]

f (x;µ,σ,α) = 1

2α
exp

[
1

2α
(2µ+ σ2

α
−2x)

]
er f c

(
µ+ σ2

α −xp
2σ

)
(1)

= 1

α
exp

(
µ−x

α
+ σ2

2α2

)
Φ

( x −µ
σ

− σ

α

)
(2)

= 1

α
exp

(
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α
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2α2

)
Φ
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σ

− σ

α

)
(3)

where er f c(z) = 1−er f (z) = 2p
π

∫ ∞
z exp(−t 2)d t and er f c( zp

2
) = 2Φ(−z) withΦ(.) is the Standard Normal distribu-

tion function.

2.2. Maximum Likelihood Estimator

The MLEs using the p.d.f. of our model under H0 are given by Θ = (µ,σ,α),Θ1k = (µ1,σ1,α1),Θnk = (µn ,σn ,αn)
with:
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LH0 (Θ) =
n∏

i=1
f (xi ;µ,σ,α) (4)

=
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(5)

However, the log-likelihood function under H0 and H1 are given respectively by

lnLH0 (Θ) =−n lnα+
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i=1

(
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2α2

)
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The resolution of the the following nonlinear equations give us the maximum likelihood estimators(MLE) under H0

and H1 which are :
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As φ(.) andΦ(.) are nonlinear functions in the resolution, we resolve it by numerical solutions of the MLEs in order
to obtain the explicit forms of µ,σ,α under H0, and σ1,α1,σn ,αn under H1.
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3. Modified Information Criterion

In addition to the mean and variance criterions, we used the modified information criterion (MIC) proposed by
Chen et al.[1] which is the modification of the approach based on Swartz Information Criterion (SIC) by refining the
model complexity as a function of the change location in the context of change point problem. Thus, under the
hypothesis H0 and H1, we have the MIC respectively defined as follows:

M IC (n) =−2lnLH0 (µ̂, σ̂, α̂)+3ln(n) (18)

M IC (k) =−2lnLH1 (µ̂1, σ̂1, α̂1, µ̂n , σ̂n , α̂n)+
{

6+
(

2k

n
−1

)2}
ln(n) (19)

So, we accept the hypothesis H0 which means that there is no change point in the criterion of MIC in our derivations
if we have

M IC (n) ≤ min
1≤k≤n

M IC (k). (20)

We reject H0 if

M IC (n) > min
1≤k≤n

M IC (k) (21)

which means that there exists at least one change point in the derivations.
As change point problem, the second step after the detection is the estimation of the change point location k̂ who can
be defined by

M IC (k̂) = min
1≤k≤n

M IC (k) (22)

As our study is based on the detection with the test statistic which perform the acuracy, we define the test statistic
Kn by

Kn = M IC (n)− min
1≤k≤n

M IC (k)+3ln(n) (23)

By substituting the Eq. (18) and (19) into the Eq. (23), we obtain

Kn =−2lnLH0 (Θ̂)+3ln(n)− min
1≤k≤n

[
−2lnLH1 (Θ̂1k ,Θ̂nk )+

{
6+

(
2k

n
−1

)2}
ln(n)

]
+3ln(n) (24)

=−2lnLH0 (Θ̂)+3ln(n)− min
1≤k≤n

[
−2lnLH1 (Θ̂1k ,Θ̂nk )+6ln(n)+

(
2k

n
−1

)2

ln(n)

]
+3ln(n) (25)

=−2lnLH0 (Θ̂)− min
1≤k≤n

[
−2lnLH1 (Θ̂1k ,Θ̂nk )+

(
2k

n
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)2

ln(n)

]
(26)

where Θ̂= (µ̂, σ̂, α̂) and (Θ̂1k ,Θ̂nk ) = (µ̂1, σ̂1, α̂1, µ̂n , σ̂n , α̂n).
However, we reject the null hypothesis if Kn is large than the theorical value according to the theorem below.

Theorem 3.1.
Suppose that the Wald conditions W 1−W 7 and the regularity conditions R1−R3 of [2] are satisfied. Under the null
model, as n −→∞ then Kn χ2

3 in distribution, where Kn is defined in equation (26).

Proof: See [2]

4. Application

We applied the proposed model of detection which cumulating statistical characterizationµ,σ,αby modified infor-
mation criterion in the temporal and spatial case on the collected data in this study which are the electrophysiolocial
data of patients suffering to epilepsy. We used seven derivations of EEG collected on the frequency of 256Hz and in
twenty minutes recorded times.
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4.1. Detection in temporal case with MIC

As showed in the Fig. 1, we remark that the detection is so difficult to see but the shape of the curve seems to stand
out in two regimes throughout the signal in time. Therefore, we try to analyze the spatial case of the distribution for
each derivations in order to localize the abrupt changes.

Crisis derivation

Time After Stimulus (ms)

V
ol

ta
ge

 (µ
V
)

0e+00 1e+05 2e+05 3e+05 4e+05

+5
0

-5
-1
0

 Controle derivation

Time After Stimulus (ms)

V
ol

ta
ge

 (µ
V
)

0e+00 1e+05 2e+05 3e+05 4e+05

+5
0

-5
-1
0

Fig. 1. Temporal evolution of derivation with the parameters µ and σ
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4.2. Detection in spatial case with MIC
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Fig. 2. MIC detection in the spatial case for epileptic patient

In the Fig.2, we displayed the derivation with the mean and variance detection in each derivation of the brain
electrical activity. With those derivations named CzFz, F7T3, F8T4, Fp1F7, Fp2F8 and FzCz corresponding respectively
to the oxypital, front temporal and fronto-polar, we see that the shape of curve seems stable for the derivations F8T4,
Fp2F8 and FzCz as the combination is at zero.
Otherwise, for the F7F3, Fp1F7 and CzPz curves, we observe a typical alpha rhythm at the start of an anomaly in these
derivations. We also notice that the departure of the anomaly occurs between the 2nd and the 4th minutes of the
recording. This appears to be consistent with the digital signals as well as the interpretation of medical practitioners.
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4.3. Accuracy of the proposed model in the detection
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Fig. 3. Accuracy of the proposed model

5. Conclusion

In this paper, we have explored the modified information criterion (MIC) correlated with test statistics to detect
changes in mean and variance parameters and also in the location parameters which is α. The innovation is that the
detection problem is assimilated in the temporal and spatial case compared with the previous case [3, 4].
The application of this model on the brain electrical activity of epileptic patient and normal shows the shape so typical
in crisis as characterization. Even better, the power of the model seems very powerful as the detection of the true
positive is very interested as plotted in the Fig. 3 of the previous section.
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