On convective instability of reaction fronts in porous media using the Darcy-Brinkman formulation
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Abstract: In this paper, we study the convective instability of reaction fronts in porous media. The model consists of a system of non-linear differential equations describing the heat, the depth of conversion and the motion using the Darcy-Brinkman formulation. Linear stability analysis of the problem is fulfilled. The dispersion relation is obtained by solving the interface problem and the stability boundary is found.
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1. Introduction

Within the last decades, a significant number of studies has been devoted to the convection in porous media (see for instance [1, 2] and the references therein). Although Darcy’s law is widely used in modelling the fluid flow in porous media; its validity remains questionable. Indeed, when the porous medium is formed by high-porosity matrix; a new viscous term must be added to Darcy’s equation; called also Brinkman term [3, 4]. The added term is due to an effective viscosity that must be taken under consideration for special geometry of the porous media; in this case, the fluid flow will be modelled by using Darcy-Brinkman formulation. The formulation is considered as a contribution from the Brinkman term to the viscous dissipation in porous media [5, 6]. The fluid flow problems in porous media with Darcy-Brinkman formulation have many applications such in groundwater, in pollution or in biomedical hydrodynamic studies [7–10].

The influence of convective instability on reaction fronts propagation in porous media is studied in [11]. The aim of this paper is to continue the investigation for the case of fluid flow in porous media with high-porosity structure. For such problem, it is more convenient to use the Boussinesq approximation which state that the change of density is neglected everywhere except in the external force term. The Boussinesq approximation was justified and used to investigate the reaction front instability [12, 13]. For our study, we will consider that the porous matrix is filled by an incompressible fluid and the propagation of reaction front will be in opposite sense of gravity. We will use the Zeldovich-Frank-Kamenetskii method in order to perform the linear stability analysis which is a common approach in reaction front propagation problems [14], and then determine the reduced interface problem. Finally, the boundary threshold is obtained via the dispersion relation.

The paper is organized as follow. We introduce the model in Section 2. The linear stability analysis is performed in Section 3. In Section 4, the dispersion relation is presented and numerical results are discussed. We conclude in the last section.
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2. Governing Equations

2.1. The model

We consider an upward propagating reaction front in a porous medium filled by an incompressible reacting fluid. The porous medium is assumed to be de formed by high-porosity matrix. The model of a such process can be described by a reaction-diffusion system coupled with the hydrodynamics equations using Darcy-Brinkman formulation:

\[
\frac{\partial T}{\partial t} + v \cdot \nabla T = \kappa \Delta T + q K(T)\phi(a),
\]

(1a)

\[
\frac{\partial a}{\partial t} + v \cdot \nabla a = K(T)\phi(a),
\]

(1b)

\[
v + \frac{K_p}{\mu} \nabla p - \frac{\mu_{\text{eff}}}{\mu} \kappa K_p \Delta v = \frac{g \beta}{\rho} K_p \mu \rho(T - T_b)\gamma,\]

(1c)

\[
\nabla \cdot v = 0.
\]

(1d)

This system is supplemented by the following boundary conditions

\[
T = T_i, \quad a = 0 \text{ and } v = 0 \text{ when } y \to +\infty,
\]

(2)

\[
T = T_b, \quad a = 1 \text{ and } v = 0 \text{ when } y \to -\infty.
\]

(3)

Here \( T \) is the temperature, \( a \) the depth of conversion, \( v = (v_x, v_y) \) the velocity, \( p \) the pressure, \( \kappa \) the coefficient of thermal diffusivity, \( q \) the adiabatic heat release, \( \mu \) the viscosity, \( \mu_{\text{eff}} \) the effective viscosity, \( K_p \) the permeability of the porous media, \( g \) the gravity, \( \beta \) the coefficient of thermal expansion, \( \gamma \) the unit vector in the vertical direction (upward) and \( \rho \) is the density.

The gradient, divergence and Laplace operators can be defined as following:

\[
\nabla f = \left( \frac{\partial f}{\partial x_1}, \frac{\partial f}{\partial x_2} \right), \quad \nabla \cdot f = \sum_{i=1}^{2} \frac{\partial f_i}{\partial x_i}, \quad \Delta f = \sum_{i=1}^{2} \frac{\partial^2 f}{\partial x^2_i},
\]

Moreover, \( T_b \) is the mean value of the temperature, \( T_i \) is an initial temperature while \( T_b \) is the temperature of the reacted mixture given by \( T_b = T_i + q \). The temperature dependence of the reaction rate is given by the Arrhenius law [15]:

\[
K(T) = k_0 \exp\left( -\frac{E}{R_0 T} \right),
\]

(4)

where \( E \) is the activation energy, \( R_0 \) the universal gas constant and \( k_0 \) the pre-exponential factor. We consider zeroth-order reaction

\[
\phi(a) = \begin{cases} 
1 & \text{if } a < 1, \\
0 & \text{if } a = 1.
\end{cases}
\]

(5)

The system of equations (1a)-(3) includes the heat equation, the equation of concentration and the equations of motion for an incompressible fluid in a porous medium.

2.2. The dimensionless form of the model

In order to obtain the dimensionless form of the problem (1a)-(3), we first introduce the dimensionless spatial variables \( x c_1 / \kappa, y c_1 / \kappa \), time \( t c_1^2 / \kappa d \), velocity \( v / c_1 \) and pressure \( p \kappa \mu / K_p \) with \( c_1 = c / \sqrt{2} \). We denote \( \theta = (T - T_b)/q \) and we keep, for convenience, the same notation for the other variables, the system of equations (1a)-(1d) can be re-written in the following form

\[
\frac{\partial \theta}{\partial t} + v \cdot \nabla \theta = \Delta \theta + W_\gamma(\theta)\phi(a),
\]

(6)
\[
\frac{\partial \alpha}{\partial t} + \mathbf{v} \cdot \nabla \alpha = W_2(\theta)\phi(\alpha),
\]
(7)

\[
\mathbf{v} + \nabla p - \bar{D}_k \Delta \mathbf{v} = R_p(\theta + \theta_0)\gamma,
\]
(8)

\[
\nabla \cdot \mathbf{v} = 0,
\]
(9)

with

\[
W_2(\theta) = Z \exp\left(\frac{\theta}{Z^{-1} + \delta \theta}\right).
\]
(10)

Here \(Z = \frac{qE}{R_0 T_0^2}\) is the Zeldovich number, \(\bar{D}_k = \frac{\mu_{eff}}{\mu} D_k\) is the Darcy-Brinkman number where \(D_k\) is the Darcy number defined by \(D_k = c_2^2 K_p \kappa^2\), \(R_p = \frac{K_p c_1^2 p^2 R}{\mu B}\) where \(R\) is the Rayleigh number and \(P\) is the Prandtl number defined by \(R = \frac{g \beta q \kappa^2}{\mu c_3^1}\) and \(P = \frac{\mu}{\kappa}\), respectively. The parameters \(\delta\) and \(\theta_0\) are defined by \(\delta = \frac{R_0 T_b}{E}\) and \(\theta_0 = \frac{T_b - T_0}{q}\). Finally, the boundary conditions (2)-(3) can be re-written as follows:

\[
y \to +\infty, \quad \theta = -1, \quad \alpha = 0 \quad \text{and} \quad \mathbf{v} = 0,
\]
(11)

\[
y \to -\infty, \quad \theta = 0, \quad \alpha = 1 \quad \text{and} \quad \mathbf{v} = 0.
\]
(12)

3. Linear stability analysis

3.1. Approximation of infinitely narrow reaction zone

We perform an analytical study by reducing the problem (6)-(12) to a singular perturbation one where the reaction zone is assumed to be narrow over a certain surface, which is the reaction front and the reaction term is neglected ahead of the reaction front because the temperature is not sufficiently high, and behind the reaction front since in this region there are no fresh reactant left. This approach, called Zeldovich-Frank-Kamenetskii approximation, that can leads to an interface problem by applying a formal asymptotic analysis for large Zeldovich number. In other words, for our asymptotic analysis treatment, we will consider \(\epsilon = \frac{1}{Z}\) as small parameter.

Denoting by \(y = \zeta(t, x)\) the location of the reaction zone, the new independent variable is

\[
y_1 = y - \zeta(t, x).
\]
(13)

Introducing the new unknown functions \(\theta_1, \alpha_1, \mathbf{v}_1, p_1\):

\[
\theta(t, x, y) = \theta_1(t, x, y_1), \quad \alpha(t, x, y) = \alpha_1(t, x, y_1),
\]
\[
\mathbf{v}(t, x, y) = \mathbf{v}_1(t, x, y_1), \quad p(t, x, y) = p_1(t, x, y_1).
\]
(14)

The equations can be re-written in the following form (the index 1 for the dependent variables is omitted):

\[
\frac{\partial \theta}{\partial t} - \frac{\partial \theta}{\partial y_1} \frac{\partial \zeta}{\partial t} + \mathbf{v} \cdot \nabla \theta = \bar{D}_k \Delta \theta + W_2(\theta)\phi(\alpha),
\]
(15)

\[
\frac{\partial \alpha}{\partial t} - \frac{\partial \alpha}{\partial y_1} \frac{\partial \zeta}{\partial t} + \mathbf{v} \cdot \nabla \alpha = W_2(\theta)\phi(\alpha),
\]
(16)

\[
\mathbf{v} + \nabla p - \bar{D}_k \Delta \mathbf{v} = R_p(\theta + \theta_0)\gamma,
\]
(17)
To approximate the jump conditions and then resolve the interface problem, we apply the matched asymptotic expansions. To this end, the outer solution of the problem is sought in the form

\[
\theta = \theta^0 + \varepsilon \theta^1 + \ldots, \quad a = a^0 + \varepsilon a^1 + \ldots,
\]

\[
v = v^0 + \varepsilon v^1 + \ldots, \quad p = p^0 + \varepsilon p^1 + \ldots.
\]

For the inner solution, we introduce the stretching coordinate \( \eta = y_1 / \varepsilon \) and then the inner solution is sought in the following form

\[
\theta = \varepsilon \theta^1 + \ldots, \quad a = a^0 + \varepsilon a^1 + \ldots,
\]

\[
v = \varepsilon \theta^0 + \varepsilon v^1 + \ldots, \quad p = p^0 + \varepsilon p^1 + \ldots, \quad \zeta = \varepsilon \zeta^0 + \varepsilon \zeta^1 + \ldots.
\]

Substituting these expansions into (15)-(18), we obtain the following:

**order** \( \varepsilon^{-2} \)

\[
\tilde{D}_{\eta} \left( 1 + \left( \frac{\partial \tilde{\theta}^0}{\partial x} \right)^2 \right) \frac{\partial^2 \tilde{\theta}^0}{\partial \eta^2} = 0,
\]

**order** \( \varepsilon^{-1} \)

\[
\left( 1 + \left( \frac{\partial \tilde{\theta}^0}{\partial x} \right)^2 \right) \frac{\partial^2 \tilde{\theta}^1}{\partial t \partial \eta} + \exp \left( \frac{\tilde{\theta}^1}{1 + \tilde{\theta}^1} \right) \phi(\tilde{\theta}^0) = 0,
\]

\[
\frac{\partial a^0}{\partial \eta} \frac{\partial \tilde{\theta}^0}{\partial x} - \frac{\partial a^0}{\partial t} \left( \frac{\partial \tilde{\theta}^0}{\partial x} - \frac{\partial \tilde{\theta}^0}{\partial y} \right) = \exp \left( \frac{\tilde{\theta}^1}{1 + \tilde{\theta}^1} \right) \phi(\tilde{\theta}^0),
\]

\[
\frac{\partial \tilde{p}^0}{\partial \eta} = 0,
\]

\[
\frac{\partial \tilde{p}^0}{\partial x} + \frac{\partial \tilde{p}^0}{\partial y} = 0,
\]

**order** \( \varepsilon^0 \)

\[
\tilde{p}^0 + \frac{\partial \tilde{p}^0}{\partial x} \frac{\partial \tilde{\theta}^0}{\partial x} + \frac{\partial \tilde{p}^0}{\partial y} = 0,
\]

\[
\tilde{v}^0 + \frac{\partial \tilde{p}^1}{\partial \eta} - \tilde{D}_{\eta} \left( \frac{\partial^2 \tilde{p}^0}{\partial x^2} + \frac{\partial^2 \tilde{p}^0}{\partial y^2} - 2 \frac{\partial \tilde{p}^0}{\partial x} \frac{\partial \tilde{p}^0}{\partial y} \right) + \left( \frac{\partial \tilde{\theta}^0}{\partial x} \right)^2 - \frac{\partial^2 \tilde{p}^0}{\partial x^2} = R_P \theta_0,
\]

\[
\tilde{p}^0 + \frac{\partial \tilde{p}^0}{\partial x} \frac{\partial \tilde{\theta}^0}{\partial x} - \tilde{D}_{\eta} \left( \frac{\partial^2 \tilde{p}^0}{\partial x^2} + \frac{\partial^2 \tilde{p}^0}{\partial y^2} - 2 \frac{\partial \tilde{p}^0}{\partial x} \frac{\partial \tilde{p}^0}{\partial y} \right) + \left( \frac{\partial \tilde{\theta}^0}{\partial x} \right)^2 - \frac{\partial^2 \tilde{p}^0}{\partial x^2} = R_P \theta_0.
\]
From (23), we have
\[ \varepsilon \]
Thus, the first term of the outer expansion of the velocity is linear function of \( \eta \) and from the boundedness of velocity it's identically constant. Using (35) we have
\[ \nu^0|_{\eta=\pm0}, \]
\[ \nu^1|_{\eta=\pm0}, \]
\[ \nu^2|_{\eta=\pm0}, \]
\[ \nu^3|_{\eta=\pm0}. \]
From (23), we have
\[ \frac{\partial^2 \nu^0}{\partial \eta^2} = 0. \]
Thus \( \nu^0(\eta) \) is linear function of \( \eta \) and from the boundedness of velocity it's identically constant. Using (35) we have
\[ \nu^0|_{\eta=\pm0}, \]
\[ \frac{\partial \nu^0}{\partial \eta} = 0. \]
Let us consider both the outer and the inner expansion of the temperature (we use the same technique for the variables $\alpha$ and $v$) and recall that $\eta \equiv y_1/\varepsilon$:

$$
\theta(x, y_1) = \theta^0(x, y_1) + \varepsilon\theta^1(x, y_1) + \varepsilon^2\theta^2(x, y_1) + \ldots,
$$

$$
\theta(x, \varepsilon y) = \varepsilon\theta^1(x, \eta) + \varepsilon^2\theta^2(x, \eta) + \ldots.
$$

We write the outer solution in terms of the inner variable $\eta$ and we use the Taylor expansion:

$$
\theta(x, y_1) = \theta^0(x, 0) + \varepsilon\left(\frac{\partial\theta^0}{\partial y_1}(x, 0)\eta + \theta^1(x, 0)\right) + \varepsilon^2\left(\frac{1}{2} \frac{\partial^2\theta^0}{\partial y_1^2}(x, 0)\eta^2 + \frac{\partial\theta^1}{\partial \eta}(x, 0)\eta + \theta^2(x, 0)\right) + \ldots
$$

The zero order terms with respect to $\varepsilon$ correspond to the stationary solution. Equating the first order terms and taking into account that $\frac{\partial\theta^0}{\partial y_1}(x, 0)\eta = 0$, we obtain, using the matching principle [16], the following matching conditions:

$$
\eta \to +\infty : \theta^1 \sim \theta^1|_{y_1=0^+} + \eta \frac{\partial\theta^0}{\partial y_1}|_{y_1=0^+}, \quad \theta^0 \to 0, \quad \theta^0 \to \theta^0|_{y_1=0^+}.
$$

(41)

$$
\eta \to -\infty : \theta^1 \sim \theta^1|_{y_1=0^-}, \quad \theta^0 \to 1, \quad \theta^0 \to \theta^0|_{y_1=0^-}.
$$

(42)

From (26) we obtain that $\theta^0$ does not depend on $\eta$, which implies that at the leading order the pressure is continuous through the interface. Next, denoting by $s$ the quantity

$$
s = \rho_i \frac{\partial\theta^0}{\partial x} - \rho^0\varepsilon v^0,
$$

(43)

we obtain from (27) that $s$ does not depend on $\eta$. Finally from (28), (29) and (43) we easily obtain that $\theta^0_x$ and $\theta^0_y$ do not depend on $\eta$, which provides the continuity of the velocity across the interface.

We next derive the jump conditions for the temperature from (24), in the same way as it is usually done for combustion problems. From (25) it follows that $\theta^1$ is a monotone function of $\eta$ and $0 < \theta^0 < 1$. Since we consider zero-order reaction, we have $\phi(\theta^0) \equiv 1$. From (24) we conclude that $\frac{\partial^2\theta^1}{\partial \eta^2} \leq 0$. From (42) we have $\frac{\partial\theta^1}{\partial \eta} = 0$ at $\eta = -\infty$. Then

$$
\frac{\partial\theta^1}{\partial \eta} \leq 0 \quad \text{and} \quad \theta^1 \text{ is a monotone function.}
$$

We multiply (24) by $\frac{\partial\theta^1}{\partial \eta}$ and integrate with respect to $\eta$ from $-\infty$ to $+\infty$ taking into account (41), (42) ($\theta^1$ changes from $\theta^1|_{y_1=0^+}$ to $-\infty$ when $\eta$ changes from $-\infty$ to $+\infty$):

$$
\left(\frac{\partial\theta^1}{\partial \eta}\right)^2|_{y_1=0^+} - \left(\frac{\partial\theta^1}{\partial \eta}\right)^2|_{y_1=0^-} = \frac{2}{A} \int_{-\infty}^{\theta^1|_{y_1=0^+}} \exp\left(\frac{\tau}{1+\delta^0}\right) d\tau,
$$

(44)

where we have set

$$
A = 1 + \left(\frac{\partial\theta^0}{\partial x}\right)^2.
$$

(45)

Next, adding (24) and (25) and integrating we obtain

$$
\frac{\partial\theta^1}{\partial \eta}|_{y_1=+\infty} - \frac{\partial\theta^1}{\partial \eta}|_{y_1=-\infty} = -\frac{1}{A} \left(\frac{\partial\theta^0}{\partial \tau} + s\right).
$$

(46)

Truncating the outer expansion (21), we have $\theta \approx \theta^0, \quad \zeta^0 \approx \zeta, \quad \psi \approx \psi^0$. From the inner expansion (22) we obtain $Z\theta \approx \tilde{\theta}^1$, and from the matching condition (42), $\tilde{\theta}^1|_{\eta=+\infty} \approx \theta^1|_{y_1=0^+} \approx Z\theta|_{y_1=0^-}$. Thus,

$$
\theta^0 \approx \theta, \quad \theta^1|_{y_1=0^+} \approx Z\theta|_{y_1=0^-}, \quad \zeta^0 \approx \zeta, \quad \psi \approx \psi^0.
$$

(47)

We finally obtain the jump conditions (with the change of variables $\tau \to Z\tau$ under the integral)

$$
\left(\frac{\partial\theta}{\partial y_1}\right)^2|_{y_1=0^+} - \left(\frac{\partial\theta}{\partial y_1}\right)^2|_{y_1=0^-} = 2Z\left(1 + \left(\frac{\partial\zeta}{\partial \tau}\right)^2\right)^{-1} \int_{-\infty}^{\theta|_{y_1=0^+}} \exp\left(\frac{\tau}{Z-1+\delta^0}\right) d\tau,
$$

(48)
\[
\frac{\partial \theta}{\partial y_1} |_{y_1=0} - \frac{\partial \theta}{\partial y_1} |_{y_1=0} = -\left(1 + \left(\frac{\partial \zeta}{\partial x}\right)^2 \right) \left(1 + \left(\frac{\partial \zeta}{\partial x}\right)^2 \right) \left(1 + \left(\frac{\partial \zeta}{\partial x}\right)^2 \right)^{-1} \left(1 + \left(\frac{\partial \zeta}{\partial x}\right)^2 \right)^{-1} \frac{\partial \theta}{\partial y_1} |_{y_1=0},
\]

(49)

\[
v_z |_{y_1=0} = v_z |_{y_1=0}.
\]

(50)

\[
\frac{\partial v_y}{\partial y_1} |_{y_1=0} = \frac{\partial v_y}{\partial y_1} |_{y_1=0},
\]

(51)

\[
\frac{\partial^2 v_y}{\partial y_1^2} |_{y_1=0} = \frac{\partial^2 v_y}{\partial y_1^2} |_{y_1=0},
\]

(52)

and

\[
\frac{\partial^3 v_y}{\partial y_1^3} |_{y_1=0} = \frac{\partial^3 v_y}{\partial y_1^3} |_{y_1=0}.
\]

(53)

Note that we need only consider the matching condition for the component \(v_y\) of the velocity since the other component are not used below.

### 3.2. Formulation of the interface problem

The interface problem will be written as a system of equations for the reactant and a system of equations for the product as well as the jump conditions derived from the free boundary problem of the last subsection.

We have for \(y > \zeta\) (in the unburnt medium)

\[
\frac{\partial \theta}{\partial t} + \mathbf{v} \cdot \nabla \theta = \Delta \theta,
\]

(54)

\[
\alpha \equiv 0,
\]

(55)

\[
\mathbf{v} + \nabla p - \tilde{D}_\theta \Delta \mathbf{v} = R_p (\theta + \theta_0) \gamma,
\]

(56)

\[
\nabla \cdot \mathbf{v} = 0.
\]

(57)

In the burnt medium \((y < \zeta)\), we have the system

\[
\frac{\partial \theta}{\partial t} + \mathbf{v} \cdot \nabla \theta = \Delta \theta,
\]

(58)

\[
\alpha \equiv 1,
\]

(59)

\[
\mathbf{v} + \nabla p - \tilde{D}_\theta \Delta \mathbf{v} = R_p (\theta + \theta_0) \gamma,
\]

(60)

\[
\nabla \cdot \mathbf{v} = 0.
\]

(61)

We complete these systems by the following jump conditions at the interface \(y = \zeta\):

\[
[\theta] = 0, \quad \left[\frac{\partial \theta}{\partial y}\right] = \frac{\zeta}{1 + \left(\frac{\zeta}{\gamma}\right)^2} .
\]

(62)
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\[
\left[ \frac{\partial \theta}{\partial y} \right]^2 = -\frac{2Z}{1 + \left( \frac{\partial \zeta}{\partial x} \right)^2} \int_{-\infty}^{\theta(t,x,\zeta)} \exp \left( \frac{s}{1/Z + \delta s} \right) ds,
\]

\[\text{[v]} = 0,\]

\[\left[ \frac{\partial \nu}{\partial y} \right] = 0,\]

\[\left[ \frac{\partial^2 \nu}{\partial y^2} \right] = 0,\]

\[\left[ \frac{\partial^3 \nu}{\partial y^3} \right] = -R_p \left( 1 + \frac{\partial \zeta}{\partial x} \right)^{-1} \left( \left( \frac{\partial \zeta}{\partial x} \right)^2 \right)^{-1} \frac{\partial \theta}{\partial y} \bigg|_{\zeta},\]

With \([ \ ]\) denotes the jump at the interface,

\[[f] = f|_{\zeta} - f|_{\zeta}^- .\]

This free boundary problem is completed by the following conditions

\[y \to +\infty, \ \theta = -1 \text{ and } v = 0,\]

\[y \to -\infty, \ \theta = 0 \text{ and } v = 0.\]

### 3.3. Travelling wave solution

We perform in this subsection the linear stability analysis of the steady-state solution for the interface problem. Indeed, this interface problem has a travelling wave solution \((\theta, \alpha, v)\),

\[\theta(t, x, y) = \theta_s(y - ut), \ \alpha(t, x, y) = \alpha_s(y - ut), \ v = 0, \ \zeta = ut,\]

with

\[\theta_s(y_1) = \begin{cases} 
0 & \text{if } y_1 < 0 \\
e^{-y_1} - 1 & \text{if } y_1 > 0
\end{cases},\]

and

\[\alpha_s(y_1) = \begin{cases} 
1 & \text{if } y_1 < 0 \\
0 & \text{if } y_1 > 0
\end{cases} .\]

Here \(y_1 = y - ut\) denotes the moving coordinate frame, where \(u\) is the wave speed. With these coordinates the travelling wave is a stationary solution of the problem

\[\frac{\partial \theta}{\partial t} + u \frac{\partial \theta}{\partial y_1} + v \cdot \nabla \theta = \Delta \theta,\]

\[v + \nabla p - \tilde{D}_h \nabla v = R_p(\theta + \theta_0)\gamma,\]

\[\nabla \cdot v = 0,\]

supplemented with the jump conditions (62)-(67).
We consider now a small time-dependent perturbation of the stationary solution of the form. To this end, we chose the perturbation of the temperature and of the velocity in the following form:

$$
\zeta(t, x) = ut + \zeta(t, x),
$$

(76)

$$
\theta(t, x, y) = \theta_s(y - ut) + \theta_j(z)e^{(\omega + ik)x}, j = 1, 2,
$$

$$
v_y(t, x, y) = v_j(z)e^{(\omega + ik)x},
$$

(77)

where

$$
z = y - \zeta(t, x) = y - ut - \zeta(t, x), \quad \zeta(t, x) = \epsilon_1 e^{(\omega + ik)x},
$$

(78)

$$
j = 1 \text{ corresponds to } z < 0 \text{ and } j = 2 \text{ to } z > 0.
$$

We seek to linearize system (73)-(75) around the stationary solution. For simplicity, we eliminate the pressure \( p \) and the component \( v_x \) of the velocity from the interface problem by applying two times the operator \( curl \). Thus, we obtain the following fourth-order differential system of equations for \( z < 0 \):

$$
\theta_1'' + u \theta_1' - (\omega + k^2) \theta_1 = 0,
$$

(79)

$$
-\hat{\Delta} v_1^{(4)} + (1 + 2k^2 \hat{\Delta}) v_1'' - k^2(1 + k^2 \hat{\Delta}) v_1 = -R_p k^2 \theta_1
$$

(80)

for \( z > 0 \):

$$
\theta_2'' + u \theta_2' - (\omega + k^2) \theta_2 = -v_2 e^{-uz},
$$

(81)

$$
-\hat{\Delta} v_2^{(4)} + (1 + 2k^2 \hat{\Delta}) v_2'' - k^2(1 + k^2 \hat{\Delta}) v_2 = -R_p k^2 \theta_2.
$$

(82)

These systems is supplemented with the following linearized jump conditions:

$$
\theta_2(0) - \theta_1(0) = \epsilon_1,
$$

(83)

$$
\theta_2'(0) - \theta_1'(0) = -\epsilon_1 (u^2 + \omega),
$$

(84)

$$
-u (u^2 \epsilon_1 + \theta_2'(0)) = Z \theta_1(0),
$$

(85)

$$
v_1^{(i)}(0) = v_2^{(i)}(0), \quad i = 0, 1, 2, 3,
$$

(86)

where

$$
v^{(i)} = \frac{\partial^i v}{\partial z^i}, \quad \theta' = \frac{\partial \theta}{\partial y_i}.$$
4. The dispersion relation and numerical results

4.1. The dispersion relation

By introducing the two linear differential operators:

\[ L_1 \theta = \theta^{''} + u \theta' - (\omega + k^2)\theta, \quad L_2 v = -\bar{D}_h \frac{v^{(0)}}{v^{(1)} + (1 + 2k^2 \bar{D}_h)} - k^2(1 + k^2 \bar{D}_h)v, \]

the system of equations (79)-(82) can be re-written as follows:

\[ L_1 \theta_i = 0, \quad L_2 v_i = -R_p k^2 \theta_i, \quad (87) \]

\[ L_1 \theta_2 = -ue^{-nz}v_2, \quad L_2 v_2 = -R_p k^2 \theta_2. \quad (88) \]

Due to the fact that the perturbations decay at infinity \( (v_i(\pm \infty) = 0, \theta_i(\pm \infty) = 0, \ i = 1, 2) \), the general solutions of (87)-(88) have the following form:

\[ v_1(z) = a_1 \frac{-R_p k^2}{(1 + \tilde{D}_h (k^2 - \mu_1^2) (k^2 - \mu^2_1))} \hat{w}_1(z) + a_2 \frac{1}{r^2_1 - k^2} \hat{w}_2(z) + a_3 \hat{w}_3(z), \quad \theta_1(z) = a_1 \hat{w}_1(z), \quad (89) \]

\[ v_2(z) = b_1 w_1(z) + b_2 w_2(z) + b_3 w_3, \quad \theta_2(z) = b_1 s_1(z) + b_2 s_2(z) + b_3 s_3(z), \quad (90) \]

where \( b_1, b_2, b_3, a_1, a_2, a_3 \) are arbitrary constants and the functions \( w_i, \hat{w}_i, s_i \) for \( i = 1, 2, 3 \) have the form

\[ \hat{w}_1(z) = e^{\mu_1 z}, \quad \hat{w}_2(z) = e^{\mu_2 z}, \quad \hat{w}_3(z) = e^{kz}, \quad w_i(z) = \sum_{j=1}^{\infty} a_{i,j} e^{\sigma_{i,j} z}, \quad s_i(z) = \sum_{j=1}^{\infty} c_{i,j} e^{\sigma_{i,j} z}, \quad (91) \]

with

\[ \mu_1 = -u + \sqrt{u^2 + 4(\omega + k^2)}, \quad r_1 = \sqrt{1 + k^2 \bar{D}_h}, \]

\[ \sigma_{1,1} = -u - \sqrt{u^2 + 4(\omega + k^2)}, \quad \sigma_{2,1} = -\sqrt{1 + k^2 \bar{D}_h}, \quad \sigma_3 = -k, \]

\[ \sigma_{i,j+1} = \sigma_{i,j} - u, \quad i = 1, 2, 3 \quad j = 1, 2, ... \]

\[ a_{11} = 1, \quad c_{21} = 0, \quad c_{31} = 0, \]

\[ a_{11} = 0, \quad a_{21} = 1, \quad a_{31} = 1, \]

\[ a_{i,j} = \frac{-R_p k^2 c_{i,j}}{(1 + \tilde{D}_h (k^2 - \sigma_{i,j}^2))(\sigma_{i,j}^2 - k^2)} \quad \text{for} \ (i, j) \neq (2, 1), (i, j) \neq (3, 1) \quad \text{and} \ i = 1, 2, 3, \quad j = 1, 2, ... \]

\[ c_{i,j+1} = \frac{-u a_{i,j}}{\sigma_{i,j+1} + u \sigma_{i,j+1} - (\omega + k^2)} \quad \text{for} \ i = 1, 2, 3, \quad j = 1, 2, ... \]

We assume here that

\[ 1 + \tilde{D}_h (k^2 - \sigma_{i,j}^2) \neq 0, \ k^2 - \sigma_{i,j}^2 \neq 0, \ \text{for} \ i = 1, 2, 3, \quad j = 1, 2, ... \]

\[ 1 + \tilde{D}_h (k^2 - \mu_1^2) \neq 0, \ k^2 - \mu_1^2 \neq 0, \ k^2 - \mu_1^2 \neq 0, \ \tilde{D}_h \neq 0 \]

and

\[ \sigma_{i,j+1}^2 + u \sigma_{i,j+1} - (\omega + k^2) \neq 0, \ \text{for} \ i = 1, 2, 3, \quad j = 1, 2, ... \]

We note that the series (91) converge uniformly in \( z \).

We show now that the functions \( (w_i, s_i) \) satisfy (87)-(88). Indeed, we denote

\[ w_i^n(z) = \sum_{j=1}^{n} a_{i,j} e^{\sigma_{i,j} z}, \quad s_i^n(z) = \sum_{j=1}^{n} c_{i,j} e^{\sigma_{i,j} z}, \quad i = 1, 2, 3. \]
We look for a non-trivial solution of the linear system (93). The coefficient matrix \( n_a \) remains bounded in time or not. This situation holds when \( \omega \) matrix elements in the seventh column); the cellular stability boundary doesn't depend on Zeldovich number.

Substituting these partial sums into (87)-(88), we have

\[
L_1 s^n_i = -ue^{-i\omega L} (w^n_i - a_i e^{i\alpha n}), \quad L_2 w^n_i = -R_p k^2 s^n_i, \quad i = 1, 2, 3.
\]

Passing to the limit as \( n \to \infty \) we obtain that series (91) satisfy the system (87)-(88).

The constants \( a_1, a_2, a_3, b_1, b_2 \) and \( b_3 \) are sought from the jump conditions (83)-(86). Simple computations lead us to the following linear system of equations

\[
\begin{cases}
 b_1 s_1(0) + b_2 s_2(0) + b_3 s_3(0) - a_1 = u e_1 \\
 b_1 s'_1(0) + b_2 s'_2(0) + b_3 s'_3(0) - a_1 \mu_1 = -e_1 (u^2 + \omega) \\
 b_1 s''_1(0) + b_2 s''_2(0) + b_3 s''_3(0) + a_1 \beta_1 = -u^2 e_1 \\
 b_1 \omega_1(0) + b_2 \omega_2(0) + b_3 \omega_3(0) - a_3 = \alpha_1 a_2 + \beta_1 a_3 \\
 b_1 \omega'_1(0) + b_2 \omega'_2(0) + b_3 \omega'_3(0) - a_3 k = a_1 r_1 a_2 + \beta_1 k a_3 \\
 b_1 \omega''_1(0) + b_2 \omega''_2(0) + b_3 \omega''_3(0) - a_3 k^2 = a_1 r_1^2 a_2 + \beta_1 k^2 a_3 \\
 b_1 \omega''''_1(0) + b_2 \omega''''_2(0) + b_3 \omega''''_3(0) - a_3 k^3 = a_1 r_1^3 a_2 + \beta_1 k^3 a_3 \\
\end{cases}
\]

We look for a non-trivial solution of the linear system (93). The coefficient matrix \( \mathcal{A} \) of such system is given as follows

\[
\mathcal{A} = \begin{pmatrix}
 s_1(0) & s_2(0) & s_3(0) & -1 & 0 & 0 & -u \\
 s'_1(0) & s'_2(0) & s'_3(0) & -\mu_1 & 0 & 0 & (u^2 + \omega) \\
 s''_1(0) & s''_2(0) & s''_3(0) & \frac{Z}{i} & 0 & 0 & u^2 \\
 \omega_1(0) & \omega_2(0) & \omega_3(0) & -\beta_1 & -a_1 & -1 & 0 \\
 \omega'_1(0) & \omega'_2(0) & \omega'_3(0) & -\beta_1 \mu_1 & -a_1 r_1 & -k & 0 \\
 \omega''_1(0) & \omega''_2(0) & \omega''_3(0) & -\beta_1 \mu_1^2 & -a_1 k^2 & -k^2 & 0 \\
 \omega''''_1(0) & \omega''''_2(0) & \omega''''_3(0) & -\beta_1 \mu_1^3 & -a_1 k^3 & -k^3 & 0 \\
\end{pmatrix}
\]

The general condition that the system (93) has a non-trivial solution is the requirement that the determinant of the coefficient matrix vanish (det \( \mathcal{A} \) = 0), which allows us to obtain the dispersion relation.

### 4.2. Numerical results

The neutral instability boundary of the reaction front can be determined from the fact whether the perturbation (77) remains bounded in time or not. This situation holds when \( \omega \) lies on the imaginary axis; we find the cellular instability boundary if \( \omega = 0 \) and the oscillatory one if \( \omega = i \phi \) for \( \phi \neq 0 \) (\( \omega \) is a pure imaginary number). It is clear from the form of the matrix \( \mathcal{A} \) (94) that when \( \omega = 0 \) its determinant doesn't depend on \( Z \) (linear dependence of matrix elements in the seventh column); the cellular stability boundary doesn't depend on Zeldovich number.
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**Fig. 1.** Critical Rayleigh number versus wavenumber for \( u = \sqrt{Z} \) (cellular threshold).

Fig. 1 shows, for \( u = \sqrt{Z} \) and for different values of the Darcy-Brinkman number, the critical Rayleigh number as function of wavenumber \( k \) (cellular threshold). The plots indicate that when the wavenumber tends toward zero, Darcy-Brinkman number has no effect on the convective instability of the reaction front, however a stabilizing effect is observed for increased values of the wavenumber. It is also seen in this figure that a decrease of the value of
the Darcy-Brinkman number destabilizes the reaction front and when its values are less than $\approx 10^{-3.5}$ we find the same result as in [11]. The critical Rayleigh number as function of Darcy-Brinkman number (cellular threshold) is illustrated in Fig. 2 for $u = \sqrt{Z}$ and for different values of the wavenumber. It can be seen that the viscous effects lead to monotonic increase of the Rayleigh number and the reaction front gains stability monotonically. The figure shows the transition between the darcian porous fluid and the clear fluid limits with a sudden significative increase from a certain value of Darcy-Brinkman number ($\approx 10^{-1}$), it is also shown that an increase of the wavenumber stabilizes the reaction front.

Fig. 3 depicts the influence of the Darcy-Brinkman number on the oscillatory stability of the reaction front. First, all the curves start at the value $Z_c \approx 8$, which is in good agreement with [17, 18]. This figure also depicts an interesting phenomenon, that is in a certain interval of wavenumber $k \lesssim 1.1$ the oscillatory stability of the reaction front is gained for a decreased values of the Darcy-Brinkman number while in opposite range of the interval $k \gtrsim 1.1$ the oscillatory stability of the reaction front is gained for a increased values of $\tilde{D}_a$. It is worthy to notice that for sufficiently small values of Darcy-Brinkman number ($\lesssim 10^{-3.5}$) we find the Darcian limit [11]. Finally, Fig. 4 shows the critical Rayleigh number versus the wavenumber for the pulsating case and for $R_p = 0$. When we vary the Darcy-Brinkman number the oscillatory threshold remains unchanged. The Darcy-Brinkman number has no effect in the case of absence of buoyancy.
5. Conclusion

In this work we have studied the convective instability of reaction fronts in porous media with Darcy-Brinkman formulation. The considered model includes the heat equation, the equation for the depth of conversion and the equations of motion using the Darcy-Brinkman formulation. We have assumed that the fluid is incompressible and the reaction front propagation is in the opposite sense to the gravity. The linear stability analysis of the original problem, by using the narrow-zone method, is performed in order to find the interface problem. The convective instability threshold is determined via the dispersion relation.

It was shown that for relatively high values of the wavenumber $k$ the Darcy-Brinkman number has a significant effects on the cellular convective instability of the reaction front than for small ones. A more pronounced stabilizing effect can be gained for increased values of Darcy-Brinkman number. The oscillatory instability threshold is also studied, an increase of the Darcy-Brinkman number destabilizes the reaction front for a certain interval of the wavenumber while a stabilizing effect is observed for the other values not belonging to this interval. For both cellular and oscillatory convective instability studies, a convergence of solutions toward Darcian fluid limit is also observed for very small values of the Darcy-Brinkman number.

The results of this work show that in the presence of high porosity matrix, the convection instability of reaction fronts in porous media can be controlled and the reaction front may remain stable for certain values of the Darcy-Brinkman number.
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