On the convolution of some analytic functionals via the Fourier transform
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Abstract: In this paper, we use the Fourier transform, inverse Fourier transform and the distribution \( \xi^s \) in the \( \xi \)-line with support \( \{ \xi \geq 0 \} \) for \( s \) a complex number together with its meromorphic extension to prove the existence of the convolution of the distributions \( x^{\lambda} \) and \( x^{\mu} \) denoted by \( x^{\lambda} \ast x^{\mu} \) where \( \mu \) and \( \lambda \) are complex parameters.
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1. Introduction

The definition of products of distributions and their convolutions is a difficult task and not completely well understood for all distributions. However, there are many studies in this direction since L. Schwartz established the theory of distributions around 1950. This is due to their relevance in providing solutions to differential equations for example [1] - [3], and other uses in quantum mechanics and physics in general [4] and the references therein. Products of distributions, including powers of the \( \delta \)-functions are very useful in the search for solutions of certain partial differential equations and for that reason they have gained interest from many different authors [5], [6], [7] and [8]. Products and convolutions of analytic functionals and/or distributions have been studied in [9] - [18] using the sequential approach and neutrix calculus. In the use of sequential approach the following definition of the commutative neutrix product have been used oftenly [4]. Let \( \delta_n(x) = n \rho(nx) \) be Temple’s \( \delta \)-sequence for \( n = 1, 2, 3, \ldots \) where \( \rho(x) \) is fixed, infinitely differentiable function on the real line with the following properties:

(i) \( \rho(x) \geq 0 \)

(ii) \( \rho(x) = 0 \) for \( |x| \geq 1 \),

(iii) \( \rho(x) = \rho(-x) \),

(iv) \( \int_{-\infty}^{\infty} \rho(x) = 1 \).
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Definition 1.1.
Let \( f \) and \( g \) be distributions and \( f_n = f * \delta_n \) and \( g_n = g * \delta_n \). We say that the commutative neutrix product \( f \circ g \) of \( f \) and \( g \) exists and is equal to \( h \) if
\[
N = \lim_{n \to \infty} \frac{1}{2} \int (f_n g, \phi) + (f g_n, \phi) \, dh \tag{1}
\]
for \( \phi \in \mathcal{D} \), where \( N \) is the neutrix and \( \mathcal{D} \) is the space of test functions. This neutrix is used to abandon unwanted infinite quantities from the asymptotic expressions having domain \( N' = \{1,2,3,\ldots\} \) and the range, the real numbers, with negligible functions that are finite linear sums of the forms,
\[
n^4 \ln^{-1} n, \ln^r n \quad (\lambda > 0, r = 1,2,3,\ldots)
\]
and all functions of \( n \) that converge to zero in the normal sense as \( n \to \infty \). If the normal limit exists, then it is simply called the commutative product. Note that \( f_n \) and \( g_n \) are two infinitely differentiable functions and hence \( (f_n g, \phi) \) as well as \( (f g_n, \phi) \) are well defined.

The classical definition of the convolution of two functions \( f_1 \) and \( f_2 \) denoted by \( f_1 * f_2 \) exists when \( f_1 * f_2 = f_2 * f_1 \). If \( (f_1 * f_2)' \) and either \( (f_1' * f_2) \) or \( (f_1 * f_2') \) exists then
\[
(f_1 * f_2)' = (f_1' * f_2)(f_1 * f_2') \tag{2}
\]
This classical definition can be extended to define the convolution of the distributions \( f, g \in \mathcal{D}' \) where \( \mathcal{D}' \) is the space of distributions [19] and [20].

Definition 1.2.
Let \( f \) and \( g \) be distributions. Then their convolution \( f * g \) is defined by
\[
< f * g(x), \varphi(x) > = < f(y), < g(x), \varphi(x+y) > \tag{3}
\]
for arbitrary test function \( \varphi \), provided \( f \) and \( g \) satisfy either of the following conditions:

(a) either \( f \) or \( g \) has bounded support,

(b) the supports of \( f \) and \( g \) are bounded on the same side.

Transforms (both Laplace and Fourier transforms) in mathematics are useful in solving differential equations and other equations. Laplace transforms have been used for example to solve the ground water model equation in [21] and by Salehbhai and Timol in obtaining a solution to some fractional differential equations in [22]. Li [4] defines and uses the Fourier transform in the space of tempered distributions together with Theorem 1.1 referred to as the Paley-Wiener-Schwartz Theorem and Theorem 1.2 to prove an exchange formula that is used to give meaning to products of distributions therein. Convolutions of distributions are discussed also in [23] and [24]. In this paper, we use the Fourier transform, the inverse Fourier transform and the product of boundary value distributions in the \( \mathcal{C} \)-line to prove the existence of a normalised convolution \( x_1^\lambda \star x_2^\mu \) for \( \lambda \) and \( \mu \) independent complex parameters.

2. Preliminaries

Definition 2.1.
Let \( f(z) \) be an analytic function in the upper half-plane. Suppose that there exist non-negative integers \( N, M \) and a constant \( C \) such that
\[
|f(z)| \leq C(1 + |x| + |y|)^N y^{-M} \tag{4}
\]
for all \( z = x + iy \) in the upper half-plane while \( x \) is allowed to vary in a bounded interval on the real axis then \( f(z) \) is said to have moderate growth as \( y \to 0 \).

Analytic functions and operators have a vast relationship for example Salman and Joudah in [25] describe new classes of analytic functions defined by using a differintegral operator in the open unit disk therein referred to as star-like functions. In this paper, we shall consider all analytic functions that satisfy the moderate growth condition (3) as it is known that they have boundary value distributions \( b(f(x \pm 0)) \) well defined in the plane [28]. The boundary value distributions arising from analytic functions are in the class of tempered distributions (\( \mathcal{S}' \)).
Definition 2.2.
Let \( f(x) \in \mathcal{S} \). The Fourier transform of \( f(x) \) is denoted by \( \hat{f}(\xi) \) and defined by,
\[
\hat{f}(\xi) = \int e^{-ix \cdot \xi} f(x) \, dx
\]
and its inverse Fourier transform is given by
\[
f(x) = \frac{1}{2\pi} \int e^{ix \cdot \xi} \hat{f}(\xi) \, d\xi.
\]

Lemma 2.1.
Let \( \lambda \) be a complex parameter. The Fourier transform of the tempered distribution \((x + i0)^\lambda\) is given by
\[
\hat{(x + i0)^\lambda} = \frac{2\pi \cdot i^\lambda \cdot \xi^{-\lambda-1}}{\Gamma(-\lambda)}. \tag{4}
\]

Proof. For the real component of \( s \) denoted \( \Re(s) > -1 \) and \( \epsilon > 0 \), we consider the inverse Fourier transform of the distribution \( \xi \) in the \( \xi \)-line
\[
\frac{1}{2\pi} \int_0^\infty e^{ix \cdot \xi - \epsilon t} \cdot \xi \phi(\xi) \, d\xi
\]
The variable substitution \((\epsilon - i x) \xi = t\) transforms the integral in (5) to
\[
\frac{1}{2\pi} \int_0^\infty e^{-t \cdot t} \, dt = \frac{1}{2\pi} (e - i x)^{-s-1} \Gamma(s + 1) \tag{6}
\]
Letting \( \epsilon \to 0 \) and substituting \( \lambda = -s - 1 \) we get (4). \( \square \)

Example 2.1.
Consider \( \lambda \to 0 \), on the LHS of (4) we have
\[
\lim_{\lambda \to 0} \hat{(x + i0)^\lambda} = \hat{1}
\]
While the RHS of (4) with the fact that \( \xi^{-\lambda-1} = -\partial_\xi (\xi^{-\lambda}) / \lambda \)
and that \( \lambda \) is close to zero is
\[
2\pi i^\lambda \frac{1}{-\lambda \Gamma(-\lambda)} \cdot \partial_\xi (\xi^{-\lambda}) \tag{7}
\]
We note that \( \lim_{\lambda \to 0} (\xi^{-\lambda}) = H_+(\xi) \) where \( H_+ \) is the Heaviside distribution on the \( \xi \)-line with support \( [\xi \geq 0] \), \((-i)^{-\lambda} \lambda \cdot \Gamma(-\lambda) \to 1 \) as \( \lambda \to 0 \) thus (7) becomes \( 2\pi \partial_\xi (H_+(\xi)) = 2\pi \delta_0 \). Thus \( \hat{1} = 2\pi \delta_0 \).

We state below a known result on the Fourier transforms of the distributions \( x_+^\lambda \) and \( x_-^\lambda \) whose proof can be found in [19]

Lemma 2.2.
Let \( \lambda \) and \( \mu \) be complex parameters. We define the distribution valued functions \( \gamma_\lambda = x_+^\lambda \) and \( \gamma_\mu = x_-^\mu \) by
\[
x_+^\lambda := \begin{cases} x_+^\lambda, & \text{for } x > 0 \\ 0, & \text{for } x < 0 \end{cases}
\]
and
\[
x_+^\mu := \begin{cases} 0, & \text{for } x > 0 \\ x_+^\mu, & \text{for } x < 0 \end{cases}
\]
whose Fourier transforms are respectively
\[
i e^{i \lambda \xi / 2} \Gamma(\lambda + 1)(\xi + i0)^{-\lambda-1}
\]
and
\[
-i e^{-i \mu \xi / 2} \Gamma(\mu + 1)(\xi - i0)^{-\mu-1}.
\]
Lemma 2.3.
The boundary value distribution $b(f)$ defined from an analytic function with moderate growth $f(z)$ has a Fourier transform whose support is contained in $[0, \infty)$ that is $\text{supp}(\hat{b}(f)) \subset [0, \infty)$.

Proof. Consider a test function $g(\xi)$ with compact support contained in $[-b, -a]$ for $0 < a < b$. The inverse Fourier transform
\[ G(z) = \frac{1}{2\pi} \int e^{iz\xi} g(\xi) d\xi \] (8)
extends to an entire function in the complex $z$-plane and repeated partial integration of (8) for a positive integer $m$ gives,
\[ (iz)^m G(z) = (-1)^m \frac{1}{2\pi} \int e^{iz\xi} g(\xi) d\xi \] (9)
implies that for every positive integer $M$ there exists a constant $C_M$ such that
\[ |G(x + iy)| \leq C_M (1 + |z|)^{-M} e^{-\alpha y}, \] (10)
Let $f(z)$ be an analytic function that satisfies the moderate growth condition (3), choosing $m > M + 2$. It follows via the Cauchy integral formula applied to the pair of analytic functions $f(z)$ and $G(z)$ in the upper half-plane that
\[ \int_{-\infty}^{\infty} f(x + ie) G(x + ie) dx = \int_{-\infty}^{\infty} f(x + iB) G(x + iB) dx \] (11)
for all $0 < e < B$. The exponential decay with the factor $e^{-\alpha B}$ from (10) shows that the integral in (11) becomes arbitrarily small when $B$ is large and hence vanishes. Taking the limit as $e \to 0$, the left hand side of (11) that evaluates the boundary value distribution $b(f)$ vanishes and Fourier’s inversion formula entails that $b(f) = 0$ on $(-\infty, 0)$. Since this vanishing hold for every test-function $g(\xi)$ then $\text{supp}(\hat{b}(f)) \subset [0, \infty)$.

We note that since every boundary value of an analytic function is a tempered distribution then there is a relationship between the space of analytic functions in the upper half-plane and the space $\mathcal{S}'$ [26] and [27]. We state and prove this relationship for completeness purposes.

Theorem 2.1.
There exists a one to one correspondence between the space of tempered distributions (boundary value distributions) on the $x$-line whose Fourier transforms have support $\{\xi \geq 0\}$ and the family of analytic functions $u(z)$ in the upper half-plane satisfying the moderate growth condition (3).

Proof. $(\Rightarrow)$ Let $\gamma$ be a tempered distribution on the $\xi$-line with support $\{\xi \geq 0\}$. Such a distribution is represented by a derivative of some order $N$ of a Riesz measure $\mu$ satisfying [26],
\[ \int_0^\infty (1 + |\xi|)^{-M} d|\mu(\xi)| < \infty \] (12)
for some non-negative integer $M$. (12) yields an analytic function in the upper half-plane ($\Im(z) > 0$);
\[ u(z) = \frac{1}{2\pi} \int_0^\infty e^{iz\xi} d\mu(\xi) \leq \int_0^\infty e^{-\gamma \xi} d\mu(\xi). \] (13)
Consider the function $\psi_M(y) = \max_{\xi \geq 0} (e^{-\gamma \xi} (1 + \xi)^M)$. This function $\psi_M(y)$ has a maximum at $(1 + \xi) y = M$ implying that
\[ u(x + iy) \leq CM^M \gamma^{-M} \] (14)
which is a modified form of (3) therefore the analytic function $u(z)$ in (14) has moderate growth. In a more general sense if we let $\gamma$ be a tempered distribution on the $\xi$-line supported by $\xi \geq 0$. It is represented by a derivative of some order $N$ of a Riesz measure $\gamma$ satisfying (12) above and from which an analytic function $u(z)$ in the upper half-plane defined by $u(z) = \gamma(e^{iz\xi})$ and therefore there exists a pair of non-negative integers $N$ and $M$ and a constant $C$ such that the moderate condition (3) is satisfied.

$(\Leftarrow)$ Let $f(z)$ be an analytic function in the upper half-plane that satisfy the moderate growth condition (3) then the boundary value distribution $b(f)$ exist, Theorem 3.1.12 [26]. We show that it is a tempered distribution. Given a positive integer $N$ and some $g(x) \in C^\infty_0 [-A, A]$ for $A > 0$, we set
\[ G_N(x + iy) = g(x) + \sum_{\nu=1}^N \nu! \sum_{\nu=1}^N \frac{g^{(\nu)}(x) x^{\nu}}{\nu!} \]
Since \( \partial = \frac{1}{2} (\partial_x + i \partial_y) \) then,
\[
2\partial (G_N(x + iy)) = \sum_{\nu=0}^N i^\nu \frac{G^{(\nu+1)}(x) y^{(\nu)}(y)}{\nu!} + \sum_{\nu=1}^N i^\nu+1 \frac{G^{(\nu)}(x) y^{(\nu-1)}(y)}{(\nu-1)!} = i^N \frac{G^{(N+1)}(x) y^{(N)}(y)}{N!}.
\] (15)

Given the moderate growth condition (3) and (15) there exist a constant \( K \) such that
\[
|b(f)(g)| \leq K \int (1 + |x|)^N |g^{M+1}(x)| dx
\]
for all test functions \( g \) implying that \( b(f) \) is a tempered distribution and hence its Fourier transform exists \([20], [27]\).

\[ \square \]

3. Main results

3.1. The boundary value distribution \((x + i0)^{\lambda}\)

In the upper half-plane \((\Im z > 0)\), there exists a single-valued branch of \( \log z \) whose argument stays in the interval \((0, \pi)\). For \( x < 0 \) in this interval, we have for example
\[
\lim_{\epsilon \to 0} \log(x + i\epsilon) = \log|x| + i\pi.
\]

If \( \lambda > 0 \) is a complex number, then there exists an analytic function in the upper half-plane whose argument lies in \((0, \pi)\) and satisfies the moderate growth condition (3). This analytic function is given by
\[
z^{\lambda} = e^{\lambda \log z}
\]
and gives rise to boundary value distributions \((x + i0)^{\lambda}\) in the upper and lower half-planes given by,
\[
(x \pm i0)^{\lambda} = \lim_{\epsilon \to 0} (x \pm i\epsilon)^{\lambda}.
\] (16)

The boundary value distributions \((x \pm i0)^{\lambda}\) in (16) are tempered distributions on the real \( x \)-line and therefore have Fourier transforms \([19]\). Below we state and prove a key Lemma that characterizes the distribution \( z^{\lambda} \) in the \( \xi \)-plane and will be used to prove our main result.

Lemma 3.1.
Let \( \lambda \) be a complex number. The Fourier transform of the tempered distribution \((x + i0)^{\lambda}\) denoted by \((x + i0)^{\lambda}\) and the distribution
\[
\xi^{\lambda-1} = \begin{cases} 
\xi^{-\lambda-1}, & \text{for } \xi \geq 0 \\
0, & \text{for } \xi < 0.
\end{cases}
\]
on the \( \xi \)-line are related by,
\[
(x + i0)^{\lambda} = \begin{cases}
\frac{2\pi (-i)^{\lambda} \xi^{-\lambda-1}}{\Gamma(-\lambda)} - \text{for } \Re(\lambda) < 0 \\
\frac{2\pi (i)^{\lambda} \xi^{-\lambda-1}}{\Gamma(-\lambda)} - \text{for } \Re(\lambda) \geq 0.
\end{cases}
\] (17)

Proof. Let \( \mu(\lambda) \) denote the Fourier transform of \((x + i0)^{\lambda}\) thus \( \mu(\lambda) = (x + i0)^{\lambda} \). By Lemma 2.3 and Theorem 2.1, \( \mu(\lambda) \) is an entire function of \( \lambda \) and belongs to the space of tempered distributions supported by \(|\xi| \geq 0\). Consider the complex derivative of the analytic function \( z^{\lambda} \),
\[
\frac{d}{dz} (z^{\lambda}) = \lambda \cdot z^{\lambda-1}
\] (18)
The derivative in (18) has a boundary value distribution,
\[
x \partial_x ((x + i0)^{\lambda}) = \lambda \cdot (x + i0)^{\lambda}
\] (19)
Taking the Fourier transform on both sides of (19) we get
\[
(i \partial_x - i \xi)(\mu(\lambda)) = \lambda \cdot \mu(\lambda)
\] (20)
Since \( i \xi = -\xi \partial_x - 1 \) then \( \mu(\lambda) \) satisfies the differential equation
\[
\xi \partial_x (\mu(\lambda)) = -(\lambda + 1) \cdot \mu(\lambda)
\] (21)
Solving (21) gives,
\[
\mu(\lambda) = A(\lambda) \cdot \xi^{1-\lambda}
\]  
(22)

In order to find the constant \( A(\lambda) \) in (22), we let \( s \) be a complex number such that \( \Re(s) > -1 \). This therefore means there exists a locally integrable function \( \xi^s \) with support \( \{ \xi \geq 0 \} \) which is extended by zero on \( \{ \xi < 0 \} \). This tempered distribution has an inverse Fourier transform as the boundary value distribution of the analytic function in the upper half-plane defined by,
\[
f(z) = \frac{1}{2\pi} \int_{0}^{\infty} e^{iz\xi} \xi^s d\xi
\]  
(23)

Use the change of variable \( t = -iz\xi \) in (23) to get
\[
f(z) = \frac{1}{2\pi} (-iz)^{-s-1} \Gamma(s+1)
\]  
(24)

Let \( \lambda = -s - 1 \) into (24) and take boundary values to get,
\[
\frac{1}{2\pi} (-i)^{-\lambda}(x + i0)^{-1} \Gamma(-\lambda) = \xi^{-\lambda-1}
\]  
(25)

The constant \( A(\lambda) \) in (22) is given by \( A(\lambda) = \frac{-i\lambda}{\Gamma(-\lambda)} \) for \( \Re(\lambda) < 0 \) and therefore the tempered distribution \( \frac{1}{\Gamma(-\lambda)} \xi^{-\lambda-1} \) is well defined in this range yielding the first part of (17). For a meromorphic extension to the case \( \Re(\lambda) \geq 0 \), we consider \( \xi^s \) as a distribution on the \( \xi \)-line and \( \Re(s) > -1 \) thus assuming \( g(\xi) \) is a test function preferably in the Schwartz space,
\[
\xi_+(g(\xi)) = \int_{0}^{\infty} \xi^s g(\xi) d\xi
\]  
(26)

Let \( m \) be a positive integer, performing \( m \) partial integrations on (26) gives
\[
(s+m)(s+m-1)\ldots(s+1)\xi_+(g(\xi)) = (-1)^m \int_{0}^{\infty} \xi^{s+m} g^m(\xi) d\xi
\]  
(27)

Equation (27) shows that \( \xi^s \) extends to a meromorphic function with at most simple poles at negative integers. Normalization of \( \xi^s \) yields the distribution \( \frac{1}{\Gamma(\lambda)} \xi^s \) that is entire since \( \frac{1}{\Gamma(\lambda)} \) has simple zeros at non-positive integers. In this case setting \(-\lambda - 1 = s\) we get the second part of (17).

\[\Box\]

**Example 3.1.**

(a) Let \( \lambda = -1 < 0 \) in (17). Here \( \Gamma(-\lambda) = \Gamma(1) = 1 \). The RHS of (17) becomes
\[
i2\pi \cdot \xi^0 = 2\pi i \cdot H_+(\xi)
\]
where \( H_+(\xi) \) is the Heaviside distribution. The LHS is \( (x + i0)^{-1} \) which is
\[
\int_{0}^{\infty} e^{-\epsilon\xi + ix} d\xi = \frac{i}{x + i\epsilon}.
\]

(b) Let \( \lambda = 0 \) in (17). Here we start with \( z^0 = 1 \) in the upper half-plane thus yielding the identity boundary value distribution whose Fourier transform is \( \delta_0 \) on the \( \xi \)-line. For the RHS of (17) we note that \( \frac{1}{\Gamma(0)} \) has a simple zero at \( \lambda = -1 \) which therefore compensates the pole of the meromorphic extension \( \xi^s_+ \) at \( s = -1 \). From equation (27) with a small \( \lambda \) we have,
\[
\lambda \cdot \xi_+^{-1-\lambda} = \delta_\xi(\xi^\lambda_+)
\]
As \( \lambda \to 0 \) then \( \xi^\lambda_+ \) converges to \( H_+(\xi) \) and we recall that \( \delta_\xi(H^\lambda_+) \) is the Dirac measure on the \( \xi \)-line.
3.2. A convolution of some analytic functionals

Let $\lambda$ and $\mu$ be complex parameters. Let $\gamma_\lambda = x^\lambda_+$ and $\gamma_\mu = x^\mu_+$ be distributions as defined in Lemma 2.2 whose Fourier transforms are given in the same Lemma. We seek convolutions $x^\lambda_+ * x^\mu_+$ and $x^\lambda_+ * x^\mu_+$. On the $\xi$-line (the Fourier transform space), this corresponds to an analogous problem of constructing products of distributions

$$(\xi + i0)^\alpha \cdot (\xi - i0)^\beta$$

where $\beta = -\lambda - 1$ and $\alpha = -\mu - 1$. As mentioned in the introduction section, the products of two distributions is not always well defined. But if the real parts of $\lambda$ and $\mu$ are both less than $-1$ then the products in (28) are well defined as a product of two continuous densities and Fourier's inversion formula gives respectively well defined distributions

$$\frac{1}{\Gamma(\lambda + 1)\Gamma(\mu + 1)} \cdot x^\lambda_+ \cdot x^\mu_+$$

(29)

This means that using (32), we can write the product of distributions $x^\lambda_+ * x^\mu_+$ has been considered in [23] with applications in [24] and proved by the direct use of the definition of the convolution and as a product of distributions in the $\xi$-line in [10]. We use the product of distributions in the $\xi$-line and functional equation in Lemma 3.1 to prove the existence of

$$\frac{1}{\Gamma(\lambda + 1)\Gamma(\mu + 1)} \cdot x^\lambda_+ \cdot x^\mu_+.$$
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